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Abstract. Diabetic foot syndrome is one of the chronic diabetic com-
plications that present itself as foot ulceration, which in many cases
leads to limb amputation. Moreover, it is linked to the high percentage
of post-amputation mortality within the period of five years. Thus it
is crucial to diagnose and plan careful treatment properly in the early
stages. Diagnosis is often time-consuming and requires a skilled clinician
who can differentiate between similarities between diabetes-related and
other types of ulcers by evaluating their morphology and location. To
mitigate diagnostics issues, we propose an improved version of nnU-net
architecture with residual short skip connections in the encoder part and
additional mixup augmentation as the preprocessing step. The obtained
results on DFU22 challenge dataset prove that our improvements can
boost overall performance for ulcer segmentation tasks, even in scenar-
ios where targeted structures are heterogeneous and under high imbal-
ance conditions in the evaluated dataset. With mentioned approach we
achieved 9th place with Dice score equal to 0.6975.
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1 Introduction

Diabetes is a metabolic disease characterized by high blood sugar levels over
a prolonged period of time. Diabetes is already considered a pandemic disease,
and with time, its prevalence is expected only to increase (from 536,6 million in
2021 to 783,2 million in 2045) [9]. Even though the diagnosis is straightforward,
it frequently happens late and already in the stage of chronic complications
[7]. Diabetic foot syndrome (DFS) is one of chronic diabetic complications that
presents as foot ulceration. Despite intensive treatment, the affected limb is
amputated within 6-18 months after the first evaluation in up to a quarter of
patients, while the 5-year post-amputation mortality is as high as 50% [4]. On the
other side, early diagnosis and careful treatment can prevent limb amputation
and ulcer-related mortality. Therefore, careful treatment must not be delayed
due to misdiagnosis, which often happens due to similarities among diabetes-
related and other cause-related ulcers (ischemic, venous, or pressure ulcers). To
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a certain level of confidence, a skilled clinician can differentiate between them
by evaluating their morphology and location. However, patients and caretakers
cannot do so, and even specialists need to employ advanced imaging methods to
confirm the diagnosis.

In recent years, convolutional neural networks (CNN) penetrated almost ev-
ery aspect of medical imaging. Whether it is classification, segmentation, or
registration of medical images, CNN offers performance close to the human spe-
cialist. Specifically for medical image segmentation, CNN with encoder-decoder
architecture, named U-net [8], was proposed and became a de facto standard so-
lution for medical image semantical segmentation. There were several attempts
to improve the U-net architecture to boost the network performance for par-
ticular task [10, 13]. However, an interesting observation was published in [5],
claiming that the method configurations, such as pre-processing, have better po-
tential to improve the network’s performance than architectural modifications
of the U-net. The so-called not new U-net (nnU-net) dominated in 23 different
segmentation challenges.

In this paper, we utilize nnU-net architecture and propose its improved ver-
sion with residual short skip connections [1], and additional mixup augmentation
[12], which was specifically tailored for the foot ulcer segmentation task. The fun-
damental goal was to demonstrate that this slight architectural modification can
further boost overall performance, even for the heavily imbalanced dataset with
a wide variety of targeted structures.

The rest of the paper is organized as follows. In the next section we provide
detailed data description. In the methodology section, the proposed solution is
described. Finally, we present the results and discuss different aspects of our
submission.

2 Data

The data used during our experiments were part of the official DFU22 challenge
dataset gathered by the organizers themselves [6]. They used three different cam-
eras to capture the data. Kodak DX4530, Nikon D3300, and Nikon COOLPIX
P100 were used to acquire close-ups of the whole foot at a distance of around
30–40 cm with the parallel orientation to the plane of an ulcer. Adequate room
lights were used, instead of a camera flash, to get consistent colors in the im-
ages. Additionally, to improve the performance and reduce computational costs
of proposed models, the original size of images, which varied between 1600 ×

1200 and 3648 × 2736 pixels, was modified to 640x480 with the preservation
of the aspect ratio of the ulcers. Moreover, out-of-focus photographs and blurry
ones were discarded to prevent misleading assumptions.

The ground-truth corresponds to the area of ulcer and ulcer periwounds and
was produced by a podiatrist and a consultant physician specializing in the
diabetic foot with more than five years of professional experience. In the case of
disagreement, a third specialist podiatrist examined the photograph. Finally, the



Refined mixup augmentation for diabetic foot ulcer segmentation 3

whole annotation process was completed using the polygonal shape tool within
the VGG Image Annotator (VIA) application [2].

Altogether 3000 cases were collected for the training phase, where 1500 of
these cases remained unlabeled. Another 500 labeled cases were used for the
validation phase, and the remaining 3000 labeled cases were used for the testing
phase of the challenge.

3 Methodology

Based on the previous successful applications of nnU-net architecture on various
challenges, we chose its baseline version as the starting point for our experiments
to segment ulcer structures. Authors of [1] introduced short skip connections as
a solution for training very deep networks, which suffers from vanishing gra-
dient problem and slow convergence. They also proved that these short skip
connections could help the model to learn a better representation of targeted
structures, thus improving overall performance. Based on these results, we de-
cided to enhance the encoder part of the nnU-net with this implementation of
skip connections. Furthermore, we applied mixup augmentation on the network’s
input layer to further boost the overall performance. This technique was already
shown to be beneficial for segmentation of 3D CT scans of abdominal area [3].

3.1 Preprocessing

The original DFU 2022 challenge dataset consists of 2D photos. However, the
standard nnU-Net pipeline can only work with 3D NIfTI data, so our first step
was to transform the original images and masks to the required format. Here we
applied two different approaches , one for the image data and different for masks.
In case of foot photos we added two additional dimensions, where the first one
represented color channel of the image and the second one was used to create
dummy 3D image with value one along x-axis. Due to network requirements
we additionally reordered the dimensions to be in the channel first format. The
slightly different process was applied on masks. By default, the nnU-net treats
all pixels with value of 0 as background and everything with higher value as
label. In order to fulfil this requirement we applied our custom thresholding
method. Every pixel with value below 255 was considered as background and
the remaining pixels represented label.

Afterward, we performed standard preprocessing steps such as normalization,
scaling, and other spatial transformations. In the case of the nnU-Net, these
steps were automatically handled by nnU-Net processing. Concretely, the image
resampling strategy was third order spline interpolation for in-plane and nearest
neighbors for out-of-plane. Global percentile clipping along with z-score with
global foreground mean and standard deviation was chosen to normalize data.
To clip HU values, nnU-Net pipeline applied the default settings in the 0.5 to
99.5 percentile range.
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3.2 Proposed approach

We employ U-Net architecture in all experiments. As the first modification, we
implemented short skip connections in the encoder part to speed up the conver-
gence process and boost the information flow through the individual intermediate
layers. Primary, the encoder part of the nnU-net is responsible for feature ex-
traction and structure recognition. Thus the application of these additional skip
connections in the decoder part is not necessary and would not contribute to the
overall network performance.

As the second improvement, we propose utilization of the mixup augmenta-
tion. According to authors of [12], input images with ground truth labels denoted
as (xi, yi), (xj , yj) are transformed to an output tuples (x̂i, ŷi) by the following
transformations:

x̂ = λxi + (1− λ)xj (1)

ŷ = λyi + (1− λ)yj (2)

We hypothesize that this modification can prevent the issues related to
imbalanced datasets, where the network has a tendency to segment the non-
background portion of the image as background, thus ignoring targeted struc-
tures. We performed multiple experiments with regular mixup and its modified
version named CutMix [11]. The key difference between these augmentations is
that the regular mixup is applied on the whole mini-batch with a specified mixup
ratio, while the CutMix version utilizes only cropped part of the image, which
is later mixed with another non-cropped image. The illustration of the mixup
augmentations on original photos can be seen in Fig. 1.

(a) CutMix (b) Regular mixup

Fig. 1: Illustration of mixup augmentations.

Based on the obtained results, we decided to incorporate standard mixup
augmentation with a mixup ratio 50:50. This ratio was used for foot photos and
also for labels. The mixup process for photos was straightforward, but not for
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the labels. Here we must have handled three different scenarios, based on the
different meanings of pixel values. Pixels marked as background were only treated
as background when they were mixed with background values from second label.
In the remaining two scenarios the pixels after mixup were always considered
as label. So, in the end the weakest value the label could have after mixing
process was 127, therefore there was no risk of having too weak masks that are
more similar to background than to label and being marked as wound instead
of background. The overview of proposed method can be seen in Fig. 2.

Fig. 2: Overview of proposed method

4 Experimental results

To measure the overall performance of proposed method and to evaluate the
similarity between the predicted contours and the ground truth contours pro-
duced by the domain experts, Dice Similarity Coefficient (DSC) was selected as
a primary statistical method.

The final version of modified nnU-Net was trained with stochastic gradient
descent (SGD) optimizer, where the initial learning rate parameter was set to
0.01. We trained this model with the batch size of two for 1000 epochs, which is
the default length of the training for nnU-Net pipeline. To minimize loss we used
combined Dice and Cross Entropy loss function. Here we did not further modify
the short skip connections implementation and kept it as described in chapter
3.2. In the case of the mixup augmentation, we set the value of the mixing
hyperparameter to α = 0.5. The measured results from the training phase and
comparisons to all performed experiments are presented in Table 1.

We also noticed that individual implementation of short skip connections
and mixup augmentation slightly enhanced segmentation quality. Based on this
observation, we proposed a solution that is based on the combination of mixup
and short skip connections. As a result, the proposed neural network signifi-
cantly improved the overall performance of the nnU-Net and outperformed its
baseline version. On the other hand, CutMix augmentation’s utilization proved
insufficient and performed even worse than baseline nnU-Net. We assume that
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Network Dice Score

Baseline nnU-Net 0.6530

nnU-Net + mixup + skip connections (final solution) 0.6713

nnU-Net + skip connections 0.6565

nnU-Net + mixup 0.6616

nnU-Net + CutMix 0.6365

Table 1: Experimental results during training phase on DFU22 public data

this degradation was caused by extensive modification of the input data, which
negatively impacted the learning process and thus resulted in misleading seg-
mentations.

To demonstrate the capability of trained model, we randomly chose case
100630 from publicly available images. Here, we were capable to precisely seg-
ment ulcer structure with Dice score equal to 0.9690. This example segmentation
depicted in figure 3, which shows a diabetic foot ulcer in a common position.
The picture was taken from above of the well-cleaned ulcer in good lighting con-
ditions. The Dice score is high even though the ulcer was not healing at the time
and despite the fact that the picture was taken before the necrectomy (removal
of the dead tissue) was performed.

(a) Segmented photo (b) Original photo

Fig. 3: Example segmentation for the case 100630. Green color denotes ground
truth label, red our segmentation and orange overlap of these two labels.

Additionally, our model was evaluated on public test data during testing
phase of DFU22 challenge, where we achieved 9th place with Dice score equal
to 0.6975, which was not significantly different from 1st place with Dice score
equal to 0.7287.
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4.1 Fault-case analysis

In order to fully understand the capabilities of our proposed method, we have
also performed fault-case analysis with a skilled clinician, who identified several
sources of error in segmentations. Firstly, inappropriate wound toilet, which
led to capturing blood stains in the proximity of the ground truth wound as
illustrated in Fig. 4a. Second, Fig. 4b illustrates atypical angles from which the
pictures were taken. These resulted in wound morphology deformation. Third, an
incorrect ground truth segmentation (some wounds are partially or entirely left
out from the ground truth (Fig. 4c). On the other hand, there are also opposite
examples, where the ground truth includes healthy tissue as in Fig. 4d.

(a) Case 100659

(b) Case 101971
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(c) Case 100215

(d) Case 100835

Fig. 4: Examples of faulty segmentations. Segmented images are located on the
left side and original images on the right side. Green color denotes ground truth
label, red our segmentation and orange overlap of these two labels.

5 Conclusions

In this paper, we proposed nnU-net-based fully convolutional neural network for
diabetic foot ulcer segmentation. The proposed approach minimizes the proba-
bility of over-fitting by using mixup augmentation. Additionally, we implemented
a short skip connection into nnU-net architecture to improve training. The pro-
posed solution achieved 9th place with Dice segmentation score equal to 0.6975
on the test dataset of DFU2022 challenge.
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