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MOTIVATION AND GOALS

Fact-checking reports are frequently too long for a
casual reader, and contain auxiliary parts not directly
relevant for judging the claim veracity. Automated
creation of fact check report summaries 1s thus a
topical task.

Goals:

Review modern approaches to automated text sum-

marization and i1dentify methods suitable for gener-
ating a summary of a fact check report as a particular
kind of document.

Gather data from fact-checking sites, 1n particular,
demagog.cz for Czech and politifact.com for En-
glish (scraped).

Propose hybrid summarization model to be compa-

rable with state-of-the-art summarizing models 1n
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PROPOSED HYBRID METHOD

The core contribution of our hybrid approach 1s extractive summa-
rization based on Local outlier factor (LOF) and sentence represen-
tation by fine-tuned Sentence-BERT. The input pair consists in a
fact check report and a justification (as its manually created sum-
mary). Sentence-splitting 1s applied to the report, and embeddings
of separated sentences are created using alternative methods such as
TF-IDF, DOC2VEC or Sentence-BERT; 1t was fine-tuned Sentence-
BERT that returned the best vector representation. We then compute
the normalized LOF. Sentences above a certain LOF threshold (opti-
mized during the experiments) are removed, and the remaining ones
become an extractive summary of the report, which together with
its corresponding justification enters the TS transformer to generate
abstractive summaries.
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ABSTRACTIVE SUMMARIZATION OF FACT CHECK REPORTS WITH
PRE-TRAINED TRANSFORMER TUNING ON EXTRACTIVE SUMMARIES
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ROUGE testing

CONCLUSION

On the ROUGE metrics, results for the proposed hy-

Source System ROUGE 1 ROUGE 2 ROUGE L . . . .
the fact-checking domain. Atanasova 2020 Explan Extacive 35.7 13.51 31.58 brid summarization approach outperform previous
(University of Copenhagen) Explain-MT 35.13 12.9 30.93 .
NG TextRank 2774 742 23.24 studies [1, 2, 3, 4] on all three data sets (see Tables
D - GPT-2 24.01 5.78 21.15
(University of Michigan) Biased TextRank 30.90 10.39 26.22 1,2 and 3).
RELATED WORKS TS Baselne 3312 18.90 3571
SBERT+ LOF+T5 (13 % of sentences removed) 38.35 18.88 35.88 We plan tO ex ten d the eXperimen tS tO 0 ther dOmainS
. Claim + T5 Baseline 39.19 20.56 36.92
Our proposed method was compared to the following CLAIM + SBERT+LOFTS (13 % of sentences removed) 30.45  21.08  37.27 d datasets (different from fact-check: d ai
k . t f th ROUGE t ; ROUGE CLAIM + SBERT+LOF+T5 (11 % of sentences removed) 39.76 21.37 37.54 dn alascls ( Hrerent 1rom fact-cnec 1ng) dand alm
WOIKS 111 terms or the metric (or Present work CLAIM + SBERT fine-tuned +LOF+T5 (13 % of sentences removed) 40.76 22,00 38.36 to improve the rankine of input sentences bv applv-
R AW — 3 lan uace inde endent metric). CLAIM + SBERT fine-tuned +LOF+T5 (11 % of sentences removed) 39.55 20.69 37.11 p g p y pp y
g g p ’ CLAIM + Morphodita + TE-IDF+LOF+TS5 (13 % of sentences removed) 39.91 20.62 37.40 ing Other features beyond the LOF SCcore
CLAIM +Morphodita + TF-IDF+LOF+T5 (11 % of sentences removed) 39.86 20.59 37.30 )
CLAIM + Morphodita + DOC2VEC+LOF+T5 (13 % of sentences removed) 38.58 19.62 36.20
On the Politifact dataset: CLAIM + Morphodita + DOC2VEC+LOF+TS5 (11 % of sentences removed) 39.04 20.65 36.70
Atanasova et al. [1] explored a supervised BERT- Table 1: Polifact results
based technique for jointly predicting the truth of a — Pepa Atanasova, J akob Grue Slmonsen, Chr1§t1na Lioma, and
: : : : M Isabelle Augenstein. Generating fact checking explanations.
claim and extracting supporting explanations from System ROUGE RAW 1 ROUGE RAW 2 ROUGE RAW L . . |
. P R R P R T P R e In Dan Jurafsky, Joyce Chai, Natalie Schluter, and Joel R.
fact-checked claims. T5 Baseline W10 178 2153 1138 654 18 W8 148 1109 Tetreault, editors, Proceedings of the 58th Annual Meeting of
e SHERT 4 LOF +TS 04 B N A% 0B 48 o 64 R B® DS K the Association for Computational Linguistics, ACL 2020, On-
| 14 " ” aim + + + 0 OI sentences remove : . : . : : : : : . ..
Kazem! .et ?d' [2] ut.lhzed GPI-2 for abstract%ve Claim + SBERT fine-tuned + LOF + T5 (4 % of sentences removed) 3273 1875 2266 1297 723 882 2629 1511 1825 line, July 5-10, 2020, pages 7352-7364. Association for Com-
summarization and Biased TextRank for extractive Claim + TF-IDF + LOF + T5 (24 % of sentences removed) 058 1992 2308 1170 751 874 2403 1582 1824 putational Linguistics, 2020.
Claim + DOC2VEC + LOF + T3 (24 % of sentences removed) 3r41 1689 2082 1150 606 749 2529 1378 16.89

summarization as alternative approaches. Ashkan Kazemi, Zehua Li, Verdnica Pérez-Rosas, and Rada

Mihalcea. Extractive and abstractive explanations for fact-
checking and evaluation of news. In Proceedings of the Fourth
Workshop on NLP for Internet Freedom: Censorship, Disinfor-
mation, and Propaganda, pages 4550, Online, June 2021. As-

Table 2: Demagog results (all for variants of present work)

On the SumeCzech dataset (not fact-checking fo-
cused, but the only summarization dataset available

Text — Headline

. Test set Out-of-domain test set o . i oo
for Czech): Souree System ROUGE RAW 1 ROUGERAW2  ROUGE RAWL ROUGE RAW 1 ROUGERAW2  ROUGE RAWL sociation for Computational Linguistics.

P R F P R F P R F P R F P R F P R F . o — . L
Straka et al. [3] applied different extractive tech- irs 74 B35 89 LI 22 13 65 17 77 61 136 8 13 28 16 59 120 14 Milan Straka, Nikita Mediankin, Tom Kocmi, Zdenck
’ PP SuncCaech 3] random 59 103 69 05 10 06 52 89 60 52 100 63 06 14 08 46 89 56 Zabokrtsky, Vojtéch Hudecek, and Jan Hajic. Sumeczech:
niques and proposed the ROUGE RAW metric for fextrank 60 1658308 23 L0 38 60 5806y 8L LD a1y S0 s 69 Large czech news-based summarization dataset. In Proceed-

tensor2tensor 8.8 7.0 715 08 06 07 81 6.5 7.0 6.3 5.1 5.5 05 04 04 59 4.8 5.1 : he El h : | C I R
the Czech language. Naned entes 4 Seq25eq 61 41 146 25 21 22 @6 18 B2 BI 18 12 2 17 I8 121 1 12 ings of the Eleventh International Conference on Language Re-

AR e Seq2Seq-NER 162 141 47 25 21 22 47 128 B3 BT 19 124 2 17 18 126 1Ll 114 sources and Evaluation (LREC 2018), 2018.
. .. - T 54 10 125 32 23 26 M2 101 113 159 19 B2 44 32 36 149 112 124 y

Marek et al. [4] came up with named entities sum- Present work only 10 % of raining 6at2) o CppRT.TOF (16 % of sentences emoved) 158 114 129 35 25 28 146 106 119 165 124 137 48 35 39 154 16 129 Petr Marek, St€pan Miiller, Jakub Konrad, Petr Lorenc, Jan

Pichl, and Jan Sedivy. Text summarization of czech news ar-

ticles using named entities. arXiv preprint arXiv:2104.10454,
2021.

marization, even improving results of [3].
Table 3: SumeCzech results




