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Motivation
The design of high-quality
DNNs is a hard task even for 
experienced designers because 
the state of the art DNNs have 
large and complex structures 
with millions of tunable 
parameters. The purpose of this 
framework is to automatize this  
process with respect to the 
classification error and model 
complexity. The framework 
focuses on the design of 
convolutional neural networks. 
 
 

Principle
The framework uses the evolutionary 
algorithm specially designed to search 
through the state space of different CNN 
structures with the goal of finding the 
ones with the optimal architecture and 
parameters. The framework uses the 
concept of weight inheritence to make the 
evolutionary process more effective. The 
simple speciation mechanism based on the 
training age is used to give more 
innovative, but less trained candidate 
solutions equal chance to train. 

Results

Mutations
1. Weight reset - all weights of a given layer are randomly generated.
2. Add a new layer - a randomly generated layer (with randomly gener-
ated hyperparameters) is inserted on a randomly chosen position in CNN.
3. Remove layer - one layer is removed from a randomly chosen position.
4. Modify layer - some parameters of a randomly selected layer are ran-
domly modied.
5. Modify hyperparameters of the fully connected layer - the number of
connections in the last fully connected layer is increased or decreased.
6. Modify the learning rate (randomly).

Crossover
Simple one-point crossover operator on each pair of parents.

Experimental results on datasets MNIST and 
CIFAR10 showed great potential of the proposed 
framework. The best network found by the EA on 
dataset MNIST had the accuracy of 99.36%, while 
the accuracy of 73.05% was obtained for CIFAR10 
in a relatively short time. In both cases the 
proposed EA clearly outperformed better then 
control random experiment.
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Optimization through EA
The framework can also be used to optimize an 
existing CNN architecture by reducing the 
number of parameters (weights and biases) while 
keeping the test accuracy highest as possible.
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Optimization with EA
Acc: 63.88%
Par: 57 520

Acc: 68.90%
Par: 29 680

Acc: 69.53%
Par: 23 792

Acc: 60.96%
Par: 29 680

Acc: 69.98%
Par: 23 120

Acc: 71.91%
Par: 23 120

Fitness function
The fitness function is based on the CNN accuracy a but it also 
incorporates complexity of an architecture p (number of parameters) 
with the goal of finding not only the most accurate, but also compact 
solutions. The coefficient k can be used to affect how much the 
network complexity contributes to the final fitness score.

f x = a∗ (k ∗ 1
log(p)+ 1

+ 1)
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