Deep Latent Factor Models for Recommender Systems

_ ] FACULTY
Radek Bartyzal, Ing. Toma$ Rehotek, Ph. D OF INFORMATION
bartyrad @fit.cvut.cz, tomas.rehorek@fit.cvut.cz TECHNOLOGY

CTU IN PRAGUE

Department of Applied Mathematics, Faculty of Information Technology, Czech Technical University

Test recall NDCG
— A .7
Recommender system DAY 3 *
Y = 06| 4| 0.35 =
L "\-.-., .. | _._rj'-ti.'/ ﬂff"l i
* Recommends items to users. cl: " s 53] A =E "o F—1
* E.g.in e-commerce: SN gos| A+ W Dees e
; ; ; ; R R A " oal 2 - Hybrid SDAE | 023 Hybrid SDAE
Users who like this also like this. o = =y S ! /} ¥ Hbnd copag Fhobrid SSOAE
., ) P — 02| ¥ + coL 0.20 o
ST U — 10 50 100 150 200 250 300 10 50 106 150 200 250 300
. S D ! S K K
Data available to a Recommender system 1 .“-1] = Coverage by Test recall Coverage by NDCG
- - Yo : i [ 4 wF % “ M _
* Users X Items binary interaction matrix, also i i i L 0413 3’;};2;‘:0% 7 | W I T i 08 ,%
called the rating matrix R. 3 AU U . A goa| T Mendestar g2 el goal 3 HibndcouE g2 2
sl o N . i . i. ® L. @ — . -
* User attributes G: age, location, ... ) = vl e 202 ;’ 202 A
. L _— - - L o . & ¥ b -
* |tem attributes H: price, image, description, ... ) Pt A > 0l /4."/ T
.:-; - ..___.-_.-’x&_m . ._ |::_ _:: 60L* g | | ) | I 0.0 % = | J ! ) !
. — e 10 50 100 150 200 250 300 10 50 100 150 200 250 300
Current recommendation models Xa . A K K
[ w = Results on the BookCrossing dataset.
* Use either the interactions or the attributes but —_— L
almost never both of them. '_\_-fl “—I o = e Conclusion
- - L - * A novel state of the art LFM capable of combinin
p g
Proposed recommendation model R - Co Y both interaction and attribute information has
- _y ] dth " Y Y L been designed and implemented.
Combines tde |Ete_ract|o'ns ar;] e aFtr'. l:‘te;' ' ‘Y JTxN 1 * Four state of the art LFM based on ANN were
R.ecommen > t_ eitem t_o the user L with the S s e implemented, evaluated and compared to our
L I / ; =
highest approximated rating R;;: T - S PO proposed model on several standard datasets.
Rij = u; - vj i~ N O c imi
« u; = Uj = latent reé)resentat]ions of user i _] v :‘a N EZ;E{?ESOSES :2:-):5? :ﬁtriz?: :qe:t:ilcns tarer
q a 7 — "’jJ x - ’
* v; = Vj = latent representation of item j H| - J e aety CH * The robustness of the proposed model to
* U, V factorize the R => Latent Factor Model (LFM) o~ I ) different hyperparameters has been evaluated
* The latent representations are produced by the = 'x,_x - during multiple experiments.

user/item autoencoders visible in the — - * Our model has been deployed by Recombee
upper/lower half of the architecture image. which offers recommendation as a service.



