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Strojové ucenie sa v nasej dobe stalo uZ viac menej samozrejmost ou pri rieSeni mnohych
vyskumnych problémov, ale aj redlnych problémov z praxe. Rozdiel v tychto dvoch oblas-
tiach je, Ze v pri vyskumnych problémoch nie je absolitnou nutnost'ou vediet’ vysvetlit
vytvoreny model a jeho rozhodnutia. Ak vSak chceme, aby naS model pouzivali v inej
oblasti, a verili, Ze rozhodnutia ktoré robi sd sprdvne, je potrebné aby sme vedeli vysvetlit
aj komplexné modely. V naSej praci sa zameriavame na zhlukovanie ako oblast’, ktora
bola z tohto hl'adiska menej preskimand. Konkrétnou Specifikaciou, ktorej sa venujeme je
vysvetl’ovanie rozdielov medzi dvoma segmentami udajov na zdklade dolezitosti atributov.
Ako néstroje pre tiito tlohu sme sa rozhodli vyuZit' topologicku analyzu udajov pre ulohu
segmentacie udajov, a regularizdciu linearnych modelov pre ulohu urcenia ddlezZitosti
atributov. Konkrétne vyuzivame logistickd regresiu s L1 normalizdciou ako zastupny
model, ktory poskytuje riedky vektor atribitov ako vystup, a ten ndsledne vyuZivame na

interpreticiu vysledkov modelu zhlukovania (segmentécie).
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In our era, machine learning has become something of a routine for solving many re-
search problems, but also problems from real life. The difference between these two areas
is, that for research oriented problems, it is not absolute necessity to be able to explain
created model and its decisions. However, if we want for our model to be used in other
area and want those using it to trust its decisions, it is necessary to be able to explain even
complex models. In our work, we focus on clustering as field, that has been less researched
from this angle. The exact specification, that we are focusing on is finding differences
between two segments of data based on feature importance. As tools for this task, we
decided to use topological data analysis as a segmentation tool, and regularization of linear
models as a tool for finding importance of features. More specifically, we use logistic
regression with L1 normalization as a surrogate model, which provides a sparse vector of
attributes as output, that we in turn use to interpret the clustering (segmentation) model

results.
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Chapter 1
Introduction

In these days machine learning is used in almost all industries. People from these industries,
often do not have to have technical background for complicated algorithms, which are
used for machine learning, and in our case specifically segmentation of data. Nevertheless,
these people need to understand the models, that the complicated algorithms create as
best as possible. Because, if they do not understand the models or the reasons behind the
decisions they make, it stirs the disbelief towards the results of the models. That is why it is
necessary to design such interpretations of these models, which if not completely describe
the models and all their aspects, enable comprehension of them and their decisions. The
comprehension of models decision will bring greater trust in these models, and allow their

application for real world problems.

Imagine we created the best possible model for determination of inherited diseases for
newborns, which complexity is enormous, and we have no means of explanation for our
model, by which we could clarify its decision to doctors. If it was so, the doctors would
not be able to use this model, because if we can not say why the results are what they are,

they can not trust it with health or even life of other people.

That is why various approaches are used to help interpret the results of machine learning
models. Be it visualization of processed data, projection of multidimensional observations
into two dimensional space and then visualizing them, or revelation of attributes and their

importance for decisions of model.

This problem is present in every machine learning technique. We decided to focus on
data segmentation, especially on explaining differences between two data segments by

attributes. In other words, finding a subset of attributes that can split the two segments.



In chapter two 2, we analyze the existing methods. In chapter three 3 we overview the
most common clustering approaches.In chapter four 4, we introduce the topological data
analysis and explain the differences between clustering and this approach. In chapter five 5,
we analyze the methods of explaining the differences between data segments. In chapter
six 6, we describe our goals, hypotheses, motivation and contribution to the problem. In
chapter seven 7, we propose the design of our method. In chapter eight 8, we describe
the experiments we conducted, present and visualize the results we achieved. In chapter

eight 9, we present our conclusions of the work.

Our contributions to the problem area are:

* method based on regularization of linear models for creating of reductions (subsets

of attributes from original attribute space),

* reduction evaluation metric (R-Metric) for selecting the best reduction.



Chapter 2

Analysis of existing methods for
explaining clustering results and

difference between data segments

In this particular field, there is no much previous work done, that is focusing on explaining
the difference between data segments by feature importance. In this chapter, we look into
those we were able to find and deemed them the most important.

If the algorithm used for segmentation is one of the hierarchical clustering algorithms,
it is possible to use dendrogram (figure 2.1). Its structure is similar to the structure of
decision tree, however, decisions are not visualized based on the features of dataset. What
matters in this diagram, are the lines and their length, which defines, how distant are
segments of data. [4]

For every result of clustering, it is possible to interpret it by scatter plot. However, if
scatter plot is used, most often only two attributes are used for visualization. But if there
are more attributes that contribute to the segmentation, they have to be reduced. This can
be done by PCA or t-SNE algorithm (figure 2.2). [11][10]

These reduce dimensionality, but the cost is losing the connections of original features
to decisions of segmentation. That is why this approach is not sufficient for our goal.

In [15], decision trees were used to visualize what separates the clusters. Although
elegant and easy to understand, this method becomes less feasible with growing dimension-
ality of the datasets. In high dimensional data, the trees are too complicated for humans to

easily understand what separates two data segments. But for data with low dimensionality,

Loriginal: https://www.gigawiz.com/hcluster2.html , accessed: 19.10.2017
2original: https://www.mathworks.com/products/demos/machinelearning/cluster_genes/cluster_genes.html
, accessed: 19.10.2017
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Figure 2.1: Dendrogram for Iris dataset after hierarchical clustering'

this technique is quite good and can be applied. Also it is important, that in some cases,
when the single attribute in dataset can’t alone divide the data apart, or its correlation with
the class label is too strong, the decision tree will not work very well.

One work, that is particularly close to the problem, for which we are trying to come up
with solution, is explanation technique LIME [16]. This technique is meant for explaining
black box models for classification, by finding features that best identify the examined
observation, with use of surrogate model. It scrambles the input features of observation
and looks for the best match of these perturbed inputs’ outputs and the output of original
input. Figure 2.4 illustrates, how LIME looks for best matching subset of features (in this
case parts of picture) to get those most important for output being "tree frog". It does an
excellent job explaining why output for an observation is what it is. In their work, authors
also proposed a technique for explaining the whole model, by drawing variable number of
observations which best showcases and explains unique features, and afterwards finds the
most important for the model as a whole. Still, this includes user as the one who needs to
be present so that he can be explained the importance of features for selected observations.
Interesting part is also using linear models as a tool to locally approximate models.

The solution based on decision trees can be utilized in the way, that only the most impor-
tant decisions are visualized. For this to work, we would need to extract the importance of
individual attribute from the data. There are tree main types of feature selection techniques.
There are emebedded techniques, which provide the feature importance or selection of

features as a side result of other machine learning task. An example of this technique

Soriginal: https://www.oreilly.com/learning/introduction-to-local-interpretable-model-agnostic-
explanations-lime, accessed: 20.04.2018
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Figure 2.3: Decision tree representing division of data to segments [15]

is Decision trees, Random forest algorithm or SVM. The other groups is called filters.
They utilize some statistical method to evaluate the importance of individual attributes.
Example of this technique can be Kolmogorov-Smirnov score. The last groups consists of
wrappers. A technique where a search of combinations of attributes is conducted with a
way of evaluating these combinations and choosing the best, for example sequential feature
selection.[22]

From the mentioned, the statistical method, Kolmogorov-Smirnov two sample test is
non-parametric test, that provides the means to evaluating the difference between one-
dimensional probability distributions of two randomly chosen samples of data. It quantifies
the distance between empirical distribution functions of these two samples. We can use it
to measure the distance between the distributions of each attribute for two chosen groups
of data, and find the attributes that differ the most [17].
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Chapter 3
Clustering techniques

Clustering is a field of unsupervised machine learning. Unsupervised in the case of machine
learning means, that the observation that serve as an input into clustering algorithms are
not assigned into classes. In other words, we don’t know the true labels for observations
before the machine learning task in most cases, and if we do, they only serve the means
of evaluation of the results. It is in fact, the goal of clustering, to provide these labels. To
create groups from observations. These groups can vary in many aspects based on used

clustering algorithm.

3.1 Centroid based clustering

In centroid based clustering, the segmentation problem is solved by the approach of
selecting a vector in feature space of observations that represents a groups of points, their

centroid. This technique works in iterations with following steps:
1. select random points (centroids) in feature spaces,
2. assign observations to their nearest centroid,
3. recalculate the position of centroid based on chosen approach,

4. if centroids moved (some observations changed cluster assignation), continue from

step 2, otherwise end.

The mentioned approach can be for example mean, where the centroids are calculated as
the means of points assigned to them. Or medoid approach can be used, when the centroids

are actual observations from the dataset, and with iteration are selected as the points that
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have shortest distance to all other points in cluster. With the medoid approach, the outliers
are better dealt with and do not affect the results as much as with mean approach. The
resulting clusters are of a globular shape, and if we want to find clusters of other shape

than that, we must use different clustering method.[14]

3.2 Hierarchical clustering

With hierarchical clustering, the observations are grouped in clusters based on the distance
between them. Based on the distance criteria, this technique can create groups of different
sizes. Moreover, it does not simply create groups from points. It constructs a whole hierar-
chy of groups of groups forming other groups. To represent this hierarchy, a dendrogram
(figure 2.1) can be used. Also there are two main approaches. A divisive, starting with one
group and splitting it into more, or agglomerative, starting with observations as groups and
joining them into bigger groups. The distance between the clusters can be measured by

different distance functions like single linkage, complete linkage or average linkage.[14]

3.3 Density based clustering

Density based clustering defines clusters as areas of attribute space which population is
denser then elsewhere in the space. The observations that are located outside these areas
are treated as noise, that separates the clusters. As for the clusters, they consist of core
points and points that are in their range. Range is a value, that is user defined, and tells the
algorithm the size of area where it needs to look for points in neighborhood of a point to
determine if it is a core point. The number of points required for point to become a core
point is also user defined. Density based clustering creates clusters which shape can be

more complex than for example that of centroid based clustering creates.[14]



Chapter 4

Topological data analysis as a data

segmentation tool

Topological data analysis (further only TDA) is an approach of applied mathematics, which
focuses on analysis of datasets. It is based on techniques from topology, which is another
field of mathematics. The area that topology is focused on, is properties of space and
its deformations. More specifically, its main interest is in definition of objects in space
and their definition according to some set of rules and characteristics. This is what TDA
takes from topology, and applies it on analysis of datasets. There are actually two ways
of analyzing datasets with TDA. Both have their pros and cons and provide different
results. [24]

First is the statistical, or maybe we can say mathematical analysis with TDA. With
it, we explore the dataset as we try to find shapes in data. But we are not visualizing any
data. We simply want to be able to say that there are some shapes and what type of shapes
they are. That sounds good. But there is a slight hiccup. The way we look for shapes,
we need to specify various attributes that define the outcome of this search. Probably the
most important attribute is the perimeter which defines if two edges (data points) should
be connected, because this attribute affects the shapes that are the result. We can see the
effect in figure 4.1. [5]

That is why the persistent homology was provided as a solution to the perturbations
in shapes related to the changes of radius around points. It can be visualized in form
of persistence diagrams or barcodes. In addition, we want to know, in which dimension
of the data the shapes are. Both barcodes and persistence diagrams can visualize this
information. In figure 4.2 we can see how some shapes are more persistent with the change

of perimeter than others. The longer the line is, the more persistent is the shape it represents.
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Figure 4.1: Transformations of shape with changing perimeter [5]. Based on the size of perimeter
around the point (yellow circles), the resulting shape can differ very much. The larger the perimeter,
the greater the chance of connecting the point with other, and thus resulting in denser connected
shape. We can see the results can be misleading, since the torus shape, which is the real shape in
data from picture, was only achieved by one or maybe two setups of the visualized solutions.

The information about dimension is provided by H regions on the left side. The x axis
represents the perimeter around point to find overlapping points. In figure 4.3 we can see
an example of persistence diagram. Both x and y axis represent the the perimeter around
point. The points in the plot represent individual shapes, and their position represents their
persistence. The more persistent shape, the further it is located from the diagonal line.
Different shapes are used for different dimensions. The Betti number for each dimension
holds the number equal to number of shapes that are deemed persistent enough to be a real
shape. The cutoff value can variate based on our choice. [6]

But only knowing about shapes, their quantity and position doesn’t help us in the tasks
of machine learning. It is interesting in a way that we know, there are some persistent
shapes in our dataset, and that’s something. Because as once was said: "Data has Shape,
Shape has Meaning, Meaning drives Value"'. But if we want to act based on these
information, we need something else.

Second way of analysis of datasets using TDA is visualization of dataset. We humans
are mostly able to perceive 3 dimensions, maybe 4 in some cases. But more than that is
highly confusing for us. That’s why there are many dimensionality reduction techniques,

which try to narrow the dimensions using different methods. But most of them have one

1 https://web.stanford.edu/class/archive/ee/ee392n/ee392n.1146/lecture/may13/EE392n_TDA_online.pdf,
accessed: 4.12.2018
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Figure 4.2: Representation of persistent shapes with barcode. H, are representing dimensions for
Betti numbers. € represents the growing perimeter. [5]. The lines in this diagram represent shapes
found in data. We can see, that some lines, are long, and some very short. The length of the line
represents the persistence of the shape, with the growing perimeter around points. The short lines
can be treated as noise shapes, but if shape persist through big enough change of the perimeter
around point, it can be probably treated as a real shape in data.

thing in common. Their results are not without information loss. That’s a benefit of TDA.
It doesn’t try to narrow the dimensions of dataset. It tries to find possible shapes in the

data and visualize them. Example of TDA visualization can be seen in figure 4.4.

2original: https://www.ayasdi.com/blog/financial-services/5669-2/ , accessed: 21.04.2018
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Figure 4.3: Representation of persistent shapes with persistence diagram.

Figure 4.4: Example of TDA visualization >
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Of course to visualize the shapes in multidimensional data, it is necessary that these
shapes are represented in a way which can be visualized on the screens of computer. That’s
where the mapper algorithm comes in. Think of a mapper as a tool which defines a metric,
which tells us how distant are the data points in our dataset from each other. If we can
describe the relation of two points with a number, we can then apply a force model which
spaces out all the data points in a 2D space. Then we can visually analyze the dataset and
find some information we are looking for. How exactly mapper manages to transform the
dataset into relations of individual data points can be found in 4.1.

In our work, we are focusing on the second approach, analysis through visualization.
We are using TDA as a data segmentation tool, which can find shapes in our data. The
difference between common clustering algorithms and TDA for high dimensional data is
described in 4.2. In short, the approach in TDA and common clustering is different, which
in turns produces different result. However, the goal remains the same. Find meaningful

division of dataset to segments.

4.1 Role of mapper in TDA

Mapper is a key component of TDA, as it transforms the dataset we are analyzing into a
form that can be visualized and shapes can be identified in its space. Let us consider a
dataset with many observations and high dimensionality for attributes. Visualizing such a
datset is a complicated task. Computer screens have a finite range of dimensions we can
use to visualize. For really complex datasets, it becomes really hard to find a representation
of the data, from which we can derive some meaningful information. Mapper as a tool, is
designed to transform the representation of data to such, that can be visualized, analyzed
and is simple enough for human perception. We could split the functionality of mapper

into these steps:

* splitting of dataset into overlapping subsets
¢ clustering of subsets
 finding overlaps of clusters

e creating matrix of inter-point distances

To be able to simplify the representation of dataset, the first step of mapper is to split it
into segments based on filter function. Filter function is defined for each point of dataset.
To split the data according to the value of defined function, mapper needs to find the range

of values for this function. Afterwards, it splits the data into subsets which are overlapping.
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For example, if we would have function with values in range from O to 1, and we would be

using 5 splits, we would create subsets like this:

* 0-0.225
0.185-0.425
0.385-0.625
0.585-0.825
0.785-1

The importance of overlapping of these subsets is great. Without it, we would not be able
to produce connected vertexes representing the dataset. But more about this in following
steps of mapper. For now we have subsets of dataset, which was split based on value of
filter function.

Of course, one has to understand, even this approach has limitations. The filter function
works only for small amount of metrics. Imagine cutting a thread into pieces of same
length. It’s simple. Now imagine cutting paper in pieces of same size. Now imagine
splitting a cube into same parts. You see, with growing dimension of metrics it get harder
to split the range of filter function. And it does not work for more than 3. So even thought
this approach is good, its view of data is limited, and result very much depends on selecting
the right filter function and its metrics.

The second step is to create clusters inside our subsets. Any clustering algorithm
can be applied for this task, so that best possible outcome is achieved by selecting one
most suitable for the types of data we have. The result of this step are clusters for whole
dataset. Each cluster will be represented as a vertex and is representing a set of data points.
This is the key to simplification of dataset representation while maintaining most of its
informational value. If we would try to use TDA without this simplification, we would
end up with a net of connected vertexes, each representing one data point, and would be
overwhelmed with information. This way we have groups, represented with one point. For
visualization, the color of these vertexes representing clusters is defined by the majority
color of data points inside the cluster. This color for data points is derived from value of
filer function.

The next step is finding connections between the created clusters. It is here, that the
meaning of overlaps of the segments arises. We now iterate over the clusters, and if we
manage to find two clusters, which share a common data point, we create a connection
between these clusters. This way the shapes in the data start manifesting. In this step,
some variations can be applied. For example, the width of the connection can represent

how many data points clusters share.
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The last step of mapper is calculating the inter-point distance matrix, which will define
how the point will be spaced out in visualization. For this we can use a few metrics, such
as density, eccentricity or any other metric, which geometrically describes the space of
dataset and relation between data points. At the end we apply a force model which utilizes
the values obtained by this metric. [18]

To give it a structure, mapper can be mapped to these steps:

¢ select filter metric,

¢ find metric range,

* split data into overlapping intervals based on metric,
e cluster data inside intervals,

¢ connect clusters with common observations.

We can see the application of these steps on a dataset representing a circle in figure 4.5.
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Figure 4.5: Steps of mapper applied on dataset representing circle [15]

The second step of mapper can be viewed as the one which affects the resulting shapes
we find in data the most. As we mentioned, we use a filter function (view on data / lens),
which represents only restricted view on data. It does not use all the attributes. Based on
the filter function, we can then interpret the shapes we find. In filter function we not only
look for similarity between observations, but we add a sort of interpretation. However not
every interpretation has to be good, and if we want to construct a good one, we need to

understand how this view transforms data.
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4.2 Difference between TDA and common clustering al-

gorithms

The first main difference between TDA and clustering algorithms is that clustering algo-
rithms are segmentation tools, while TDA is a technique of explorative data analysis. This
said, there are other differences and maybe some similarities on which we focus in this
section.

With clustering algorithms which are used in problems of data segmentation, the goal is
to divide dataset into groups. In this case a point either is or is not included in some cluster.
These clusters are disconnected and they have no relation with each other. Depending on
the algorithm which is used, there is a number of approaches to how dataset is divided.
Choices are hierarchical clustering, density based clustering, centroid based clustering or
distribution based clustering. [19] Each specifies a different technique for how to obtain
segments from data. But result for each of them is the same. A group of disconnected not
overlapping segments of data.

On other side, with TDA this is not the goal. With it, we are not trying to divide dataset
into groups, merely to find shapes in data. If there are disjointed shapes in the data, that
is fine, we take them. But we do not force this split. There is always the possibility, that
our dataset will come out as one connected component from TDA. And it will be alright.
Because even if a group is connected to the rest of the data, it can still be holding a value
as different group then the rest, because of the shape. That is why TDA can work even
there, where clustering algorithms can not. Another interesting fact is, that for example,
centroid based clustering can only find spherical shaped clusters. On the other hand TDA
is not limited to any particular shape, and in fact, it tells us what shape the cluster has.
Which can be sometimes very important for us. In figure 4.6, we can see an example what
clustering and TDA can achieve. Dataset A consists of three groups that can be clearly
separated. Dataset B has three groups that can not be separated clearly. [1][2]

However, TDA is not a clustering algorithm. Yes it can be used for similar purpose -
data segmentation, but its main aim is not to provide division of data, but to bring light to
what is hidden in the data. What is its shape, what is hidden behind all those attributes. In

short, how does our data look in its multidimensional space.

17



'y 4
.:: '.0. .: Ly
°
° o i
° '
AAC
°

S

a)clustering on dataset A b)TDA on dataset B

Figure 4.6: Comparison of clustering and TDA results. On picture a), we see three separated
clusters. On picture b), we see one connected component, but we can distinguish three segments of
dataset which are in circles.
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Chapter 5

Methods of explaining differences

between segments of data

With complex data segmentation models, it is quite hard to say what divides two chosen
segments apart. Common techniques that are used to evaluate clustering results, include
evaluating compactness and centrality of one cluster (5.1.1). They focus on interpreting
a cluster as a sole unit, and don’t take relationships between cluster into account. Our
goal is to create a algorithm that will be able to tell which attributes from dataset best
divide the two chosen cluster/segments. For this purpose numerous metrics could be
use. For example in AYASDI (the biggest player on the market for TDA '), they used
Kolmogorov-Smirnov score to see which attributes differ most for chosen segments. Or we
can use some mean metric with normalized values for data. We can also use evaluation of
classification models in our case, because even though problem of data segmentation falls
into area of unsupervised learning, we are focusing on post processing of segmentation,
and so we already know the labels for each data point. We take a better look at all the
mentioned approaches in 5.1.

But still, the result would only be contributions of individual attributes to the splitting.
But what if we want to know, how relations between more attributes affects the split?
What if one individual attribute can not split two cluster good enough, but combination
of attributes can? In this case, approaches we mentioned earlier wouldn’t be to almost
any use to us. We could maybe try the mean metric with normalized values for data, but
instead of evaluating individual attributes, we could evaluate all possible combination of
attributes. But this would prove computationally expensive, growing exponentially, and

because of that not usable in high dimensional data which is our goal.

1https://www.ayasdi.com/ ,accessed: 13.11.2018
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Figure 5.1 shows us, that attribute x can not separate two classes. The same with
attribute y. But combination of attribute x and y clearly separates these two classes, and by

providing this duo of attributes, we are providing clear explanation what separates them.

N
4

N
v

Figure 5.1: Combination of attributes for explanation

A solution, that seems plausible is regularization of linear models. Although main
application of this method is in regression, it is also viable in classification with linear
models. For example logistic regression, or support vector machines (further only SVM)
are exactly those. We can use those to produce sparse vectors of attributes, that hold the
best combination of features from dataset, that split target classes. On this we elaborate in
5.2.

5.1 Common techniques

5.1.1 Internal evaluation

With internal evaluation of clustering results, one does not use/have the ground truth labels
of data, and simply tries to measure, how good the clusters are. We can measure the
similarity between points in cluster (intra-cluster similarity) based for example on distance

from centroid (in clustering models which work with centroids) and dissimilarity between
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points from different clusters ( inter-cluster similarity). Methods for this evaluation are for

example Davies—Bouldin index, or Dunn index. [8]

5.1.2 Interpretation of classifier

As said before, even though problem of data segmentation is a problem of unsupervised
learning, we have the advantage, that the data segmentation has already been done, and we
do not want to evaluate how good the results are. We simply want to be able to take two
segments of data, and tell what attributes split them best. So we can work with the labels
from segmentation as ground truth labels, and adjust the problem as binary classification.
Each segment as a different class. That way we can use classification algorithms, that
provide way of evaluating attributes based on contribution to splitting the classes. They can
tell us which attribute provided the most information, on which splits between data were
made. However this does not tell us how combinations of more attributes splits the data.
For this purpose various classification algorithms can be used. Algorithms like Random

Forest, Decision Tree.

5.1.3 Basic comparisons

We can also take a different approach and try to come up with own way of finding attributes
that provide best split for chosen segments. As was already mentioned any metric that
tells us how attribute for one segment differs from the same attribute in other segment, can
provide a way of finding the attribute that differentiate these two groups best. We could
visualize this difference for example with the use of box plots for each attribute for each
group. Of course, we need to take into account the differences between value ranges of
attributes, because difference of 100 in one can be less significant that difference of 0.1 in
next. That said, we can use mean values of attributes for clusters, combination of these
mean values with standard deviations to find if the attributes keep some stability or are just
noise. These are all plausible applications. We could probably come with many more, and
they would be to use to some extent. However they would not provide anything unique in
contrast with evaluation of classification algorithms.

So to add some value to their results, we could try to measure combination of attributes
not just single ones. But to do so, we would have to exhaustively search the whole space
of combinations of attributes. And that could prove computationally unacceptable. In low
dimensional data, it would maybe not take so long, but imagine what happens if we start

adding attributes. The computation would grow exponentially. And since our main goal is
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to be able to provide a simple explanation of complex models from high dimensional data,

this would not work for us.

5.2 Regularization of linear models

Regularization of linear models is a set of techniques, which main goal is to provide
means of adjusting the learning process of algorithm to get better results, achieving them
by improving generalization of model. The basic problem in machine learning can be
described as finding function, that replicates (best approximate) the function which created
data on which we are building our model. However our data can incorporate some noise.
Does not matter how it got there, we simply must count with the fact that almost every
time there is some. So the problem then is, how to tell our model that something is noise
and something is real data. In terms of data science how to improve its generalization.
That means that it will be able to predict correct result even on new data it was not trained
on. And that is what regularization does. In linear model we are trying to find coefficients
for each attribute so that the function composed from these attributes best approximates.
By different means for each technique, it tries to regulate these coefficients, so that some
regions of our function space are penalized and thus being able to generalize better. [12]
There are two basic forms of regularization. L1 regularization also called Lasso and
L2 regularization also called Ridge. The main difference is that L1 uses just the sum of the
absolute values of weights while L2 uses the sum of the square of the weights to regulate
the coefficients. In regression, the goal is to minimize the cost function, which in linear

regression is just the residual sum of squares.

N N M
Cost(W) = RSSW) = {yi — v} =Y {vi — > w; * 25} (5.1)
i=1 i=1 j=0

Equation 5.1 represents objective function of linear regression. Variables: y is real value;
y’ is predicted value; w is coefficient; x is attribute; N is number of observations; M is
number of attributes.

With L1 regularization, the sum of absolute values of all coefficients is added. Equation
5.2 represents objective function of linear regression with L1 regularization. Variables: y is
real value; y’ is predicted value; w is coefficient; x is attribute; N is number of observations;

M is number of attributes; lambda is regularization coefficient.

N N M M
Cost(W) = RSS(W) = z:{yZ — 2 = Z{yl — ij * xij}Q + A * Z lw;| (5.2)
i=1 i1

J=0 J=0
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As already said, in L2 the sum of squares of coefficients is added. Equation 5.3
represents objective function of linear regression with L2 regularization. Variables: y is
real value; y’ is predicted value; w is coefficient; x is attribute; N is number of observations;

M is number of attributes; lambda is regularization coefficient.

N N M M
Cost(W) = RSS(W) = Z{yl T — Z{yz — ij * ,Tij}2 + )\ % Zwﬁ (5.3)
i1 i=1 =0 =0

This has various implications, as can be seen in table 5.1.

Table 5.1: Differences between L1 and L2 regularization

L1 and L2 differences
L1 L2
- Computational efficient due | - Computational inefficient on
to having analytical solutions | non-sparse cases
- Non-sparse outputs - Sparse outputs
- Feature selection - Built in feature selection

Although interesting, regularization with L2 is not suitable for our goal. But with L1,
we can achieve exactly what we want. Get a sparse vector of coefficient for attributes,
which will tell us what attributes we need for learning a model able of distinguishing two

segments. How this can be achieved is explained in 5.2.2.

5.2.1 Linear models in classification

In classification there are three main representatives of linear models.
* Logistic regression
* Perceptron
* Support vector machine classifier

Despite its name, logistic regression is a technique of classification. It models the probabil-
ity of label being O or 1. In linear regression, algorithm chooses coefficients for attributes
such, that they minimize the sum of squared errors. But in logistic regression, coefficient
are chosen to maximize likelihood of observing sample values. The result of linear regres-
sion are continuous numbers with no specific borders. In logistic regression, the use of

natural logarithm of the odds of the target variable guarantees results from O to 1. [21]
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Perceptron is another tool for binary classification, which uses linear function at its core.
It is the most basic artificial neural network there is. It consists of input layer (attributes),
weights layer (one for each attribute + one for bias) and activation function layer. The
attributes from input layer are multiplied with corresponding weights, and added together.
Their sum is then passed to activation function, which decides the result. In perceptron,
this function is called Heaviside Step function. [3] We can see this process visualized in
figure 5.2

Perceptron

Input

Figure 5.2: Perceptron simulating one neuron

Support vector machine (further only SVM) classifier is linear model, which tries to
find hyperplane in space of function, that best separates the segments of data. It does so,
by optimizing margin. Margin is the distance from hyperplane to the nearest data points on
both sides. By doing so, it creates more robust models for data it has not seen yet. In figure
5.3 we can see how 3 different planes are fitted. The point that are closest to hyperplane,
produce the support vectors, which are used in calculating the function of hyperplane.
When using SVM classifier, one can also define if it should use the hard margin or soft
one. If hard margin is used, we do not allow any data points from one class to be on the
side of the other one. That in result means, that if the dataset is not linearly separable, we
will not find a good hyperplane. If we allow soft margin, we specify, that these cases can

occur but with some penalization. [7]

24



H3

X2 A

Figure 5.3: Comparison of three different hyperplanes for SVM. Plane HI, does no split the classes.
Plane H2, splits the classes, but does not maximize the margins. Plane H3 splits the classes and
maximizes the margins.

5.2.2 Feature selection using regularization of linear models

To achieve feature selection with regularization, L1 regularization has to be used. Lasso
regression is a technique, that utilizes it, and from its first introduction took many forms
because of improvements and changes. Honorable mentions include Elastic net, Lars and
Fused lasso. The process by which Lasso manages to select features from dataset is based
on regularization of function with which we try to reproduce the original one.

In linear models, we are trying to find best coefficients for all attributes, so that our
produced function can replicate the labels for observations as best as possible. But if it fits
perfectly on the points we have, it is very possible, it is modeling not just original function,
but also noise from data. So the reason we regulate the coefficients for attributes is that

they don’t perfectly fit the training data (overfitting), but so that they generalize. And if
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we penalize some attribute more below a certain threshold, its significance in contribution
to result of function is considered so low, it is set to 0. Result of this is, that it holds no
value in prediction, so we can omit it, and work without it. That’s what a sparse vector of
coefficients means. For some attributes, the coefficients will be set to 0, and thus rendering
them excludable from creation of model. In contrast, with L2 regularization, where the
values of coefficients are also changing, they can never be 0. They can be very small,
meaning some attribute is not really significant, but they are always present in model
creation. [13]

5.3 Analysis overview

We analyzed some of existing solutions like dendrograms for hierarchical clustering, some
techniques of dimensionality reduction for scatter plots and also usage of decision trees.
All these solutions are achieving what they aim for, but are not exactly what we hope
to achieve with our solution. The LIME technique is pretty close to our goal, but is
more focused on single observations rather than groups of them (in our case clusters). In
our method, we want to be able to use feature importance to distinguish two groups of
observations apart and say, how these features differ in these groups (at least to be able to
say one needs to be present and other not). However our approach is similar to the Lime
technique in that sense, that we also use a surrogate model to interpret a black box model.

The TDA (topological data analysis), although being a technique of data exploration,
plays the role of data segmentation tool in our work. In the analysis we asses the basics of
this technique like Betti numbers, barcodes, persistence diagrams and also the core part of
this technique which is mapper algorithm. Since we only use this technique and do not aim
to bring any new methods or results in the field of TDA, we do not go deep into underlying
mathematical definitions of homology, and how all the concepts of it works. As for the
mapper algorithm, we try to break it into simple enough steps to understand, yet not lose
any essential aspects of it. We also try to establish the understanding as to what differs
TDA from common clustering techniques. To round it up, it is the fact that with TDA we
can analyze even parts of data which can not be segmented into fully separated clusters,
and also we can find cluster of any shape, or better said, we can find the shape of a cluster
or segment of data. The shape can sometimes tell us a lot in addition to the observations it
contains.

In the last part, we focus on methods of explaining differences between segments of

data. We start with some theories about explaining the differences and adjust our focus
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on feature importance. We explore the potential of internal evaluation of clusters, like
Davies-Bouldin index or Dunn index, some basic comparisons of differences between
features in segments and also the possibility of classifier interpretations. The approach
with classifier is close to what we strife for, but lacks few characteristics we would like to
have in our solution.

As a chosen technique for finding the most important features, we present the regu-
larization of linear models. Explaining the basic concept, what it is commonly used for
(improving the generalization of linear models) and how we mean to use to achieve our
goal. We explain the difference between the basic L1 and L2 regularization and why we

will be using L1 form. In the end we present linear models used in classification.
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Chapter 6

Motivation, goals and hypotheses for

our work

The motivation for our work comes from the fact, that machine learning models tend to
provide complex solutions. Sometimes maybe so complex, that it is difficult to understand
them. That is why we decided to focus on post-processing of clustering (data segmentation),
to shine some light on the decisions and results of this type of tasks. In figure 6.1 we can

see our goal represented by the items of green color.

Data
segmentation
process

Class labels for

Observations —_ | :
observations

Method for
interpretation of
> differences -

between two
classes

Interpretation of
differences
between two
classes

Figure 6.1: Our addition to the problem area of interpretability of clustering models. Green items
in diagram represent our addition to the problem area

We want to provide a method, that will help with the interpretation of clustering models
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and their decisions. It is based on regularization of linear models and sparse vectors of
attributes as their side result. The design of the structure of this proposed method can be
seen in figure 6.2.

As the title of this thesis tells, we focus on interpretability of clustering models. To
no surprise then, the goal of our work is: "7o provide a method, which will ease up the
interpretation of clustering models and its decisions.

To achieve this goal, we propose the already described method. To be able to say if our
proposed method satisfies this goal, we formulated these hypotheses, with which we will

evaluate our method:

1. A surrogate model can be used to find important features for whole selected classes

in clustering model.

2. The results of linear classification model with L1 regularization provides enough

information about attributes to ease up interpretation of clustering model decision.

In our experiments, both live (user study with people) and statistical, we will try to

confirm these hypotheses.

6.1 Statistical evaluation

For the first hypothesis, we will perform a statistical comparison with other methods for
feature extraction. We will use Random forest algorithm (RF), Kolmogorov-Smirnov
score (KSS), SVM algorithm and sequential feature selection (SFS, the backward pruning
option with the possibility to reintroduce already eliminated attribute) to asses the feature
importance, and afterwards we will compare the results of these methods with the result
of our method. We will evaluate these results in three ways. The simplest one will be to
check the overlap of the attributes our method selected with the other algorithms results.
As the second approach we will use the Normalized Discounted Cumulative Gain (NDCG),
a metric used for recommendation evaluation [9]. It is based on the theory, that not all
documents bear the same value to the result and also that the position of document in
retrieved set matters. We adjust this metric for our problem this way. We are not retrieving
documents, but attributes. The value of the attributes is in one case assigned from the
results of the methods we compare ourselves with (RF, KSS, SVM). In second case, we
use the results of the compare methods to order the attributes based on their importance
and afterwards use the the position of the attribute in these ordered sets as its value. With

the NDCG approach we are unable to evaluate the SFS, because the implementation of
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this algorithm does not provide weight with the selection of attributes. The third approach
is Average precision (AP), also a recommendation evaluation technique [23]. With this
metric, only the order of the attributes plays the role in the goodness of the retrieved set of

attributes.

6.2 User study

For the second hypothesis, we will perform an user study, in which we will try to identify
the attributes that are key for human perception of difference between two groups of
observations. Afterwards, we will use this information to evaluate, how similar they are
with the results our method provides.

We are using MNIST dataset for this user study. The groups used selected for this
study were extracted from results of TDA. We selected 3 pairs of groups.

In the user study, the participant is presented with these pairs in three steps. In each
one, he is presented with the images of mean values for these groups of images and also
the difference between these two mean images. The participant overviews these images
to gain information. Afterwards he proceeds to the interactive images. In them he is
presented with the already mentioned difference of mean images, but this time overlaid
with an explanation of feature importance for each group provided by our method. His task
in one of them is to select those point, which in his opinion provide a good explanation of
difference of attributes between these two groups of observations. In the other, he selects
the point that badly explain the difference of attributes between the mentioned groups. He
completes this task for all 3 pairs of the groups we extracted from TDA results.

The evaluation of this user study is based on processing the data to a structure, which
tells us which attributes are overall evaluated by most of the participants as good, which
as bad, and also identify those attributes, that are problematic for participants, and the
decision for those attributes is unclear from the data we collect. Afterwards, we evaluate
the overlay of these groups, with subset, that our proposed method identified as key for
distinguishing the two groups apart based on attributes.

The complete user study can be seen in appendix B.1.2.
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Figure 6.2: Data flow diagram representation of method for interpretation of differences between
two classes. The train and test data are combination of observations and clustering labels split to
train and test group. Process create reduction utilizes logistic regression with L1 regularization
to provide sparse vector of attributes to transform the data with. Base classifier is an instance of
logistic regression. Alpha metric is metric, we defined to compare reductions and find the best one
(more about this metric in 7.1.3)
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Chapter 7
Design of proposed method

We propose a method, which will be able to select the most important features that split two
segments of data apart and in addition provide some means of explaining the importance
and difference of these attributes in these two segments. Since we are using linear model
as a surrogate model to find important features, the segments we are analyzing need to be

separable by this type of model.

7.1 Selection of important attributes

We use regularization of linear models as a tool for selecting the subset of important
attributes. As stated in section 5.2, we want to use L1 form of regularization as it provides
a sparse vector of weights for attributes as a result. For our linear model, we had two
competitors. SVM and logistic regression. Based on some test we ran, we decided to
base our method on logistic regression, as it provides similar results as SVM in our case,
but is much faster because of lower complexity of its underlying algorithm. So the two
main tools for selecting the attribute subset in our method are logistic regression with L1

regularization.

7.1.1 Logistic regression model creation

In our method, the input is data, specifically data consisting of two data segments, each
observation labeled by the segment it belongs to. Because we want to be able to validate
our decisions, we split the input data into two groups. One will be used to choose subset
off attributes, and the other to test the result to find best solution. We will call these groups

train and test group.
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We use the train group to train the model of logistic regression. The algorithm for it
has few parameters, from which the one that interests us is coefficient, which affects how
sparse the resulting vector of weights for attributes will be. The problem is we want to
a solution as sparse as possible while maintaining enough attributes, that we are able to
split the two data segments good enough. Because we don’t know many attributes will be
omitted with our solution we just test every possible predefined value for C and find the
best possible outcome. However, the evaluation of the result consists of two factors. The
sparseness of weight vector, and the result of test classifier for subset of selected attributes
on test group of data. For this reason we felt the need to come up with a score, which
would be able to take these two factors into account and provide us with single number
representing the current solution. We could then use this score to find the best solution.
But since the input to evaluation score is also a result of evaluation classifier, we need to

first define how we intend to test our reduction.

7.1.2 Reduction evaluation

In the beginning we said, that the input of our method is data, and we split it into two
groups. The reduction provided by regularization is tested on the second part of the data,
the test group. We use 5-fold cross validation which is repeated number of times (this
number is input to our method and can be changed, we used 2 repetitions). But before
cross validation, the test group must be updated to reflect the reduction we found and are
testing. Hence, the attributes which weights were zeroed out in regularization are dropped
from data, and classifier is only trained on subset of attributes. Of course, we also need
to evaluate the classifier with original, not changed, test group, so we have a baseline to
compare the reductions result to. As for classifier which provides this baseline result, we
are using the same one which provided the reduction, logistic regression but this time we
do not utilize the L1 regularization, but L2, which does not zero out attribute weights. We
also use such regularization coefficient, that should yield no regularization at all. We use
F1 macro as a metric of goodness and average all the result of cross validation giving us

one number as a result. This number is the input to our defined R-Metric.

7.1.3 Proposed reduction evaluation metric

To evaluate the reductions we create, we defined a metric (further only R-Metric). With
selected subset of attributes and test score for reduction, we are able to rank the reductions

with score. We wanted to define a way, that would allow user to weight all its factors based
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on his liking. We also wanted this score to fulfill some basics, that would help us interpret

its output. These are:

* The output for original data and result would be 1.
¢ If reduction is worse than original, the output is less than 1.

* If reduction is better than original, the output is more than 1.
With these in mind, we formulated this equation for our R-Metric:

ny —na

R — Metric = (1 + kwy) * (1 — (rp — o) *wy) (7.1)

ny
To break it down, the left bracket represent the factor for number of attributes and right
bracket represents the factor of evaluation classifier result.

The attribute factor consist of 3 variables. Variable n; stands for original number of
attributes in data, the n for selected number of attributes in reduction. The fraction in this
part gives numbers in range (0;1>. In addition it can be weighted by wy. The result of this
bracket is in range <1*w; ; 2*w).

In the evaluation result factor, we also have 3 variables. Variable r; stands for evaluation
score with original data, r, stands for evaluation score of reduced data and ws is used as a
weight. The characteristics of this factor are similar to the attribute factor, yet not the same.
Its output is in range <0*wy ; 2*wy>.

For both weights, there is a constraint, that they have to be numbers in range <0 ; 1>.

As to why the R-Metric has this form, and is formulated as it is, these are the drives:

* Both factor have extra 1 in the bracket, so that if the n; is equal to ns or r; is equal
to r9, the result of concerned factor will be one, and if both cases are true, the result
of R-Metric is 1.

* The attribute factor can not be less than 1. It is because any reduction we make to the
number of attributes we are using, it is always an improvement. So this factor can
not affect our score in negative way. That is why there is addition and not subtraction

inside this factor.

* The evaluation result factor can affect the result of R-Metric both in negative and
also positive way. Because if the result on the reduced data is worse than original,
it is negative. But if we get better result on reduced data than original (not likely
but possible), it is a positive. That is why we need a subtraction inside this factor to
project the negative into output. (results are from range <0 ; 1>)
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Chapter 8
Proposed method evaluation

In this chapter we describe the implementation of proposed method, and also experiments
we conducted, to test this method. We also illustrate the use of Kepler mapper[20] (library
for TDA) and its results. All of the mentioned was achieved using Python 3 as programming

language.

8.1 Method implementation

We decided to implement our method, so that it consist of more steps. The core being the
creation of reduction. On input, it awaits split data for two groups and coefficient for L1
regularization. Its first step is creation of model for logistic regression and training it on
training part of data. This model contains the information about reduction of attributes.

The pseudo code for this part is in listing 8.1.

Example 8.1: Attribute reduction method pseudo code

def create_reduction(train_data , test_data ,

L1_coef):
clf = logistic_regression (train_data ,L1_coef)
results = test_reduction(test_data ,clf)

attr_count = clf.get_attr ()

attr_weights = clf.get_weights ()

random_results = test_random_reduction(test_data ,

attr_count)
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return attr_counts , attr_weights, results ,

random_results

The next step is a method to test the reduction. Its purpose is to test the reduction, so as
input it awaits test part of data, attribute that says, if reduction of test data should happen,
and model of logistic regression for reduction. It creates another logistic regression model
on reduced test data multiple times, and uses cross validation to test the reduction. Since in
library we are using (scikit-learn) there is no possibility to use logistic regression without
some sort of regularization, we use L2 with coefficient 10000, to signal we do not want any
regularization to happen. Alongside the test of reduction, we test the inverted reduction,
because it can provide additional information on the reduction. It tells us, how the results
of classifier changes, if we remove our selected attributes, we also have a function which
measures random reduction of attributes. By comparing these two results, we can say if
our attributes were important for the classifier. We also calculate 95% confidence intervals

for the results. The pseudo code for this part can be seen here 8.2.

Example 8.2: Test of reduction pseudo code

def test_reduction(test_data ,clf):

new_data = transform (test_data ,clf)

basic_clf = logistic_regression ()

score = cross_validate (new_data, basic_clf)

confidence_intervals = get_CI(score)

return [score, confidence intervals]

After the reduction and its testing, we use our defined R-Metric to evaluate each reduc-
tion. In appendix B.1, additional information about the proposed method implementation

can be found.

8.2 MNIST dataset experiment - statistical evaluation

We decided to use the MNIST dataset, because it was big enough (around 60000 observa-
tions), and also had enough attributes (784), that improvement to interpretability would be

useful. MNIST dataset represents images of number ranging from 0 to 9. There are 10
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classes in this dataset, each for one number. The examples in image representation can be

seen in figure 8.1.
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Figure 8.1: Example of images from MNIST dataset

8.2.1 TDA mapper application on MNIST dataset

We are using Kepler mapper to create visualization, which serves us as a tool for segmenta-
tion of data. Its implementation is pretty straight forward, but we must prepare the data to
achieve good results. In section 4.1, we explained how mapper works. For the mapper to
be able to split the data into overlapping segments of data, we must transform it into such
space, which can be applied as a filter function. This experiment is a reproduced example
from Kepler mapper documentation!. We applied t-SNE algorithm to reduce the feature
space to two dimensions, so we were able to split this space. After this reduced space
is split into overlapping segments, the corresponding original observations are assigned
to groups based on this reduced space split. Mapper takes care of this split. Then we
provide it with clustering algorithm. In our case, we used DBSCAN (form of density based
clustering). The visual result can be seen in figure 8.2. We can see that some segments of
data can be treated as groups.

The next step would be to allow user interaction to select two groups from visualization,
with which we would work further. We used the interactive visualization of Plotly library

to interact with the output of Kepler mapper and select groups we wanted to analyze.

8.2.2 Proposed method application on MNIST dataset groups

The mean values for groups we selected can be seen in figure 8.4 .As a first step, we split

the data into two parts:

e train data - used to create reduction (40%)

Thttps://github.com/MLWave/kepler-mapper/blob/master/examples/digits/digits.py, accessed: 30.11.2018
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Figure 8.2: Mapper result for MNIST dataset. Numbers represent the most common class in group

* test data - used to evaluate the reduction (60%).

Afterwards, we created multiple reductions, which results can be seen in table 8.1. For
the evaluation of reductions, we were using logistic regression with L2 regularization with
coefficient 10000. The baseline result with f1 metric and no reduction of attributes (784)
was 94.43%. The CI (confidence intervals) values do not spike into very large numbers, and
that is good, meaning our results are not just a coincidence. For weights in our designed
evaluation R-Metric, we assigned weight 0.25 to attribute reduction factor, and weight 1 to
score difference factor.

Moreover, we carried out additional tests to gain more information about the reductions.

These information are in table 8.2 and can be also seen in 8.3. The r’ score stand for result
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Table 8.1: Reductions attributes and results

| alpha | n. attr. \ R-Metric | score(fl) | 95% ClI (score) |

5 425 1.1102 94.04% +-0.003398

3 403 1.1151 93.85% +-0.002954

1 364 1.1260 93.73% +-0.004462
0.5 339 1.1303 93.41% +-0.004446
0.1 330 1.1351 93.58% +-0.004028
0.05 307 1.1366 93.08% +-0.004417
0.01 222 1.1873 95.11% +-0.004549
0.005 185 1.2033 95.46% +-0.003080
0.001 108 1.2266 95.33% +-0.003505
0.0007 97 1.2339 95.65% +-0.002980
0.0003 72 1.2334 94.94% +-0.002889
0.0001 46 1.2365 94.52% +-0.002702

with data, from which we dropped the attribute we selected with reduction. This way we
can compare these results with rr score which represent the result for data with as many
attribute as chosen in reduction dropped by random choice. We can now compare the
results of ! score with rr score, looking for a proof, that the attributes we have chosen are

indeed important. The rr score should be higher than r/ score to confirm this hypothesis.

Table 8.2: Additional reductions attributes and results

| alpha | n.att. | r'score (f1) | 95% CI(r") | rrscore (f1) | 95% CI (ir) |
5 425 65.27% +-0.008301 94.7% +-0.002168
3 403 80.50% +-0.002501 94.59% +-0.001912
1 364 89.30% +-0.003801 94.41% +-0.002102
0.5 339 90.52% +-0.004901 94.09% +-0.002372
0.1 330 89.58% +-0.003461 94.14% +-0.002527
0.05 307 91.61% +-0.004819 93.74% +-0.002426
0.01 222 93.56% +-0.005566 93.08% +-0.001980
0.005 185 93.41% +-0.005278 93.49% +-0.001788
0.001 108 92.03% +-0.005916 93.81% +-0.001955
0.0007 97 92.71% +-0.003810 93.74% +-0.001814
0.0003 72 92.86% +-0.001625 93.95% +-0.001458
0.0001 46 93.03% +-0.003024 94.04% +-0.001326

But logistic regression also provides additional information about the attributes it
chooses for reduction. And those are weights for each of them. In case of the MNIST
dataset (dataset of pictures) we decided the best way to provide this information would be

in images. First, in figure 8.4, we can see mean values for both groups in data, and also
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Figure 8.3: Comparison of invert vs random reductions. In invert reductions, we removed our
selected attributes from the former set. In random reductions, we removed the same amount of
attributes as our method selected from the former set, but we have chosen them randomly. We
can see that the random reductions manage (except for one case) to achieve better results. That
provides a solid ground for our claim, that we can select important attributes

their difference. The information about weights for attributes in reductions can be seen
in figure 8.5. These weights have been standardized for better visualization, and values
from one reduction are not meant to be compared against values from other reductions. In
logistic regression, the algorithm splits data from one class against other. So the weights
tell us, which attributes should be present for one class and which for other. With the help
of figure 8.4, we can see the red pixels represent the attributes which need to be present for

an observation to be taken as belonging to group 1, and blue ones for the group 2.
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Figure 8.4: Mean values for classes and their difference
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In design of our method, we also proposed, that the R-Metric should be implemented
in a way, that user can specify the weight for the factors that contribute to the metric. The
inputs for different reductions can be seen in figure 8.6, and the corresponding R-Metric
results are visualized in figure 8.7. For the weights numbers 0.1 and 1 were used to achieve
these combinations. We can clearly see, that in this example, the major attribution to the
result consists of changes in subset sizes. The score results for each reduction are all close

together in a small range.
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Figure 8.6: R-Metric inputs for different reductions
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Figure 8.7: R-Metric results for inputs from figure 8.6 and different weights setups
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8.2.3 Comparison with other methods for feature selection (impor-

tance evaluation)

We decided to compare our result with other methods for extracting important features.
With this comparison, we want to add another level to of confirmation, if we really extracted

the important features with our method.

8.2.3.1 Overlap of attributes subsets

Random forest provides the ranking of feature importance as an attribute after training.
However, it does not specify the number of attributes it deems important. In addition, it
only has positive weights for attributes, so we don’t know, for which class which attribute
is important. That is why we decided to simply compare the presence of attributes in both
groups. And since the random forest does not select a subset of features, we take the same
amount from top of ranking as our method based on logistic regression specifies. The same
principle is applied for the results of SVM and KSS. For the SBFS, we simply select the
subset of corresponding size the method provides. We can see these results in table 8.3

and also in figure 8.8.

Table 8.3: Overlap of attribute subsets from proposed method with different feature selection
techniques

| naw. | RF | KSS | SVM | SBFS |
425 399 388 382 341
403 373 363 349 330
364 321 313 303 307
339 290 281 269 282
330 281 270 254 272
307 245 238 232 235
222 137 134 135 151
185 105 101 95 122
108 56 63 30 54
97 51 60 25 36
72 39 40 9 21
46 28 27 2 12
8.2.32 NDCG

With NDCG we first use the weights from these reference models and methods as true

values of attributes. Since SBFS does not provide such weights it is omitted in this approach
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Figure 8.8: Overlap of attribute subsets from proposed method with different feature selection
techniques. We can see that the % overlap with our proposed method is quite similar between the
compare methods while we are looking at the bigger reduction subsets, but quite different when it
comes to smaller ones. This indicates, that if the algorithms and techniques choose bigger subsets,
the difference between the attributes they choose is small. But when it comes to the point where
only the best attributes are chosen, there is a difference between them, meaning the order of the
attributes is quite different between these methods.

of evaluation. In figure 8.9 and table 8.4 we can see the results we achieved with this

metric.

Table 8.4: NDCG metric calculated with weights from models as values of attributes in result set

| noawr. | RF \ KSS \ SVM |
425 0.9501 0.9372 0.9518
403 0.9471 0.9324 0.9488
364 0.9415 0.9232 0.9464
339 0.9370 0.9166 0.9415
330 0.9367 0.9168 0.9411
307 0.9333 0.909 0.9422
222 0.9087 0.8694 0.9204
185 0.8975 0.8558 0.8993
108 0.8753 0.8625 0.8154
97 0.8708 0.8709 0.8020
72 0.8623 0.8816 0.7595
46 0.8523 0.8921 0.7242

Next we use the order of these weights from the reference models and methods to

assign the values for attributes. Similar as in the previous use of NDCG, here we also
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Figure 8.9: NDCG metric calculated with weights from models as values of attributes in result set.
With this metric the difference between the methods is smaller than with the simple % overlap. The
question would be, how is that possible? One explanation is, that even though one method can
have less attributes matching in the subset, they can be ranked higher than those in other method,
resulting in similar results.

can’t evaluate the results from SBFS. If we would use the setup of SBFS, where the once
pruned attributes can’t be reintroduced to the subset, we would be able to extract the order
of attributes based on the steps of the pruning. But since the attribute which was pruned in
one step, can be later reintroduced in later subset, this is not possible. Nevertheless, the

results we obtained can be seen in figure 8.10 and table 8.5.

Table 8.5: NDCG metric calculated with order of attributes in model weights list as values of
attributes in result set

| noatr. | RF \ KSS | SVM |
425 0.8689 0.8649 0.8635
403 0.8620 0.8535 0.8530
364 0.8487 0.8394 0.8510
339 0.8381 0.8274 0.8367
330 0.8447 0.8310 0.8266
307 0.8286 0.8111 0.8350
222 0.7738 0.7619 0.7872
185 0.7626 0.7546 0.7431
108 0.8611 0.8320 0.6297
97 0.8719 0.8616 0.6077
72 0.8979 0.9046 0.5236
46 0.9286 0.9394 0.4985
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Figure 8.10: NDCG metric calculated with order of attributes in model weights list as values
of attributes in result set. With the use of other weights for attributes, where only their order
represented their value, we can see that the difference between SVM and the other two methods got
bigger. The reason can be that in SVM the weights got assigned more different weights and that’s
why its score got worse.

8.2.3.3 Average precision

With average precision, we only take the order of features from the reference models and
methods, and calculate the average precision for each reduction. But the order of attributes
is only evaluated in subset corresponding to the size of reduction. That is why, in this
step we can again evaluate the results of SBFS, wince it provides the subset that led to the
designed reduction (we created all possible subsets). The results for this metric can be

seen in figure 8.11 and table 8.6.
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Figure 8.11: Average precision metric calculated based on order of attributes in models results

Table 8.6: Average precision metric calculated based on order of attributes in models results

| naw. | RF [ KSS | SVM [ SBFS |
425 0.9089 0.8946 0.9060 0.8084
403 0.8851 0.8626 0.8626 0.8233
364 0.8366 0.8461 0.8554 0.8653
339 0.8050 0.8202 0.8290 0.8432
330 0.8052 0.8222 0.7906 0.8514
307 0.7849 0.8057 0.7941 0.7822
222 0.6909 0.5920 0.6621 0.7053
185 0.6802 0.5861 0.5973 0.7050
108 0.6652 0.6707 0.2943 0.5340
97 0.6894 0.7297 0.2572 0.3982
72 0.6595 0.7334 0.0932 0.3280
46 0.6439 0.6600 0.0544 0.2973

8.3 MNIST dataset experiment - user study

From our user study, we managed to gather data from 21 participants for 3 groups com-
parisons. For each of this example, we create 3 sections of points. Each section represent
some sentiment group of points based on participants opinions. First section represent the
points, that overall participants marked as good for explanations of difference of attributes
between groups. Second one consist of points deemed bad for explanations of difference
between attributes of groups. And the third is section of points, which sentiment is unclear.

Unclear means that these points were marked as good by some participants and as bad by
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others (size of both groups of participants needed to be greater than 15% of all participants
for the border points). We then evaluate the true positive rate (TPR), false positive rate
(FPR), true negative rate (TNR), false negative rate (FNR) and border overlap of points
our method choose and those it did not for interpreting the difference based on attributes
between two groups of data with the sentiment groups. We hold the sentiment groups as the
objective truth against which we evaluate the results of our method. We want to maximize
TPR and TNR values while minimizing FPR and FNR. If we overlap with unclear (border)
section, we take it as a neutral indication that these points are interesting, because they are
good for some participants, but bad for others.

Each example of the user study is evaluated separately. The groups from the examples
can be seen in figures 8.12, 8.15 and 8.18. Based on these images, the participants in our
user study has provided us with data, which we did in turn analyze, and identified the
sentiment groups for each example presented in figures 8.13, 8.16 and 8.19. The results
we calculated based on these sentiment groups for our reduction method are visualized
in figures 8.14, 8.17 and 8.20. For results, we decided to create two graphs. In one (top

image) we showcase the results for the points that our method selected. Here the labels are:
* TPR - points selected by our method and marked by people as good for explanation,
* FPR - points selected by our method and marked by people as bad for explanation,

* Border - points selected by our method and marked by some people as good and by

some as bad for explanation.

In the second graph (bottom image) the visualization represents the results for point that

our method did not select. The labels here are:

* TNR - points not selected by our method and marked by people as bad for explana-

tion,

* FNR - points not selected by our method and marked by people as good for explana-

tion,

* Border - points not selected by our method and marked by some people as good and

by some as bad for explanation.

The percentage for TPR and FNR is calculated from points users selected as good and
for FPR and TNR from points user selected as bad. The border percentage is calculated

from all border points.
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In the first example, we can see from the user data, that for the participants, there was
a key group of points, that they really thought was good as an explanation of difference
between the two groups, but the points for the bad explanations are more spread out, and
not so consistent between users. From the results we can also see, that as the reduction got
smaller (the interpretation got simpler), the difference between TPR and FPR got bigger.
The border percentage acted similar to both TPR and FPR. We can also observe, that with
the smallest reduction, we were able to almost zero out FPR which is really good, while

keeping the TPR at around 20%.
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Figure 8.12: Group means and difference of these groups from example 1
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Figure 8.13: Sentiment groups identified from participants data from example 1 (groups representing
numbers 9 and 7)

In the second example, we can again see from the user data, that there was a key
group of points, that the participants really think was good as an explanation of difference
between the two groups. The spread of those points selected as bad explanations of
difference got even bigger. The results again show that the smaller reduction subsets got
better results as those bigger ones. Once again, with the smallest reduction, we were almost
able to zero out the FPR but in this case, we were also discarding more good points. This
can be interpreted as a result of the reduction being too strict.

In the third example, which showcased possibly the most similar groups from the three
examples, we can see that there is not any area as dominant for the good explanations

as in the first two. But we can clearly see, that the unknown group is particularly bigger
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that in the first two examples. This forshadows the results, as we can see that for all the
reductions made, we were not really able to achieve the same ratio between TPR and FPR
as we were with some reductions in previous examples. However the overlap with the
unknown sentiment group retained its value even in this example.

If we only look at one reduction from each example, that was marked as the best by
the R-Metric score, and calculate the average metrics presented in the graphs across these

examples, we get the numbers:

* TPR - 18.79%,

FPR - 5.96%,

good border - 25.44%.

TNR - 94.04%,

FNR - 81.21%,

bad border - 74.56%.

We can see that the TPR is about at the value of FPR, which is good. It means, we are
indeed selecting more point that are good than those that are bad for explanation to people.
The high values in FNR is in part a result of the simpler explanations and the fact our
method does not focus on single difference.

The main takeaway from this user study can be summarized in these points:
» With logistic regression, we are able to select a portion of points people want to see.

* People will focus on major difference, and in majority don’t care about the smaller

ones.

* People prefer simpler explanations.

8.4 Discussion

Based on the results we achieved, we can say our method is able to extract important
features from data to split two groups apart. The techniques we compared our results
with (Random forest, Kolmogorov-Smirnov score, SVM and Sequential feature selection)
are all based on different approach. Some of them evaluating just the difference between

the attributes in the groups, others take the interaction between attributes into account.

52



The results we achieved for the chosen evaluation metrics (overlap, NDCG, average
precision) in addition to the evaluation of inverse reduction and random reduction, we
can conclude, that the method we used, can indeed select the important attributes. We
also managed to design the R-Metric, evaluation technique for selecting the best of the
constructed reductions based on its test results and attribute reduction. It is possible to
parameterize the R-Metric to achieve different results. This is a really important fact,
since different task may require more focus on one aspect rather than the other. Also the
results from the conducted user study tend to point in direction, that with our method, it is
possible to provide an interpretation of difference between two groups based on attributes,
which is to some degree good for people. Interesting fact we observed from the the data
gathered by the user study participants, is that for humans, it is common to focus on one
major difference between two segments of data. In our case it was the one important
group of points, even though, there were multiple groups of points different between the
segments. The participants showed a tendency for accepting the dominant difference
as good explanation, but could not really agree on the minor ones. It is also important
to say, that from the statistical point of view a group of 21 people, can’t really hold a
major statistical importance, but can be viewed as a proof of concept, that there is some
tendency in the human behaviour and perception. In the case of the study we conducted, it
was proven that the smaller (more simpler) interpretations of difference proved better for
humans, as the results for chosen metrics with sentiment groups got better with decreasing
size of attribute subset in most cases. For the best reductions across the examples, we
managed to achieve triple values of FPR for TPR. Yes, still the the border percentage is

still big for points chosen by our method and also those not, but that is not necessarily bad.
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Results for attributes selected by proposed
method with user study results - Example 1
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Figure 8.14: Evaluation of different reductions on data from first example with sentiment groups
identified by user study participants. Top image represents evaluation of the points our method
selected as good ones. Bottom one represents those not selected, implicitly marked as bad ones.
From the results we can see, that the smaller was the reduction subset our method provided, the
better was the ratio between TPR and FPR and also TNR and FNR. We can say that from these
results, and the characteristics of solutions our method provides, it is possible to deduce, that
people want to see a simple explanations of the difference between the groups.
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Figure 8.16: Sentiment groups identified from participants data from example 2 (groups representing

numbers 9 and 4).
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Results for attributes selected by proposed
method with user study results - Example 2

100
—e— TPR
—=— FPR
s04 Borders
60 1
R
40 -
20 |
50 100 150 200 250 300 350 400 450
size of reduction
Results for attributes NOT selected by proposed
100 method with user study results - Example 2
—e— TNR
—o— FNR
——
80 - Borders
60 1
®
40 A
20 A
0 T

50 100 150 200 250 300 350 400 450
size of reduction

Figure 8.17: Evaluation of different reductions on data from second example with sentiment groups
identified by user study participants. Top image represents evaluation of the points our method
selected as good ones. Bottom one represents those not selected, implicitly marked as bad ones. In
the second example, we can observe similar results as in the first one, except that with the smallest
reduction, we can see more significant drop in the TPR. This can be a result of too strict reduction.
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Figure 8.18: Group means and difference of these groups from example 3
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Figure 8.19: Sentiment groups identified from participants data from example 3 (groups representing
numbers 3 and 8).
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Results for attributes selected by proposed
method with user study results - Example 3
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Figure 8.20: Evaluation of different reductions on data from third example with sentiment groups
identified by user study participants. Top image represents evaluation of the points our method
selected as good ones. Bottom one represents those not selected, implicitly marked as bad ones.
We can see that for this example, we were not really able to achieve the results from the previous
examples. But we can see the border percentage is acting similar in spite of the change of TPR and
FPR ratio. This can be caused by the fact, that the unknown sentiment group is bigger than in other
examples. That can be the result of high similarity between the groups in example.
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Chapter 9
Conclusions

We, in our opinion, managed to achieve what we set out to do. Provide a method to
interpret the result of clustering, to be more specific, to provide a method to interpret the
difference between two segments of data, be it two classes or clustering groups or data
from any other source. This method is model agnostic, meaning that it does not enforce
the input data to be a result of a specific algorithm. The implication of this is that the
explained difference between segments, is somewhat correlated to the method of selection
that provided the input data. To put it simply, the method tries to explain with the use of
surrogate model, why the former model decided to split these two segments apart. Also
the fact that in our work we focused on MNIST dataset (image data), does not mean this
method can’t be used on different data. The only requirement for this method is that the

input data need to be in numerical form.

9.1 Future work

There are still some possible upgrades to this method, we did not have the time to incorpo-
rate into this work, and remain a possible interest for the future.

The first would be an automated way of choosing the best reduction. In current state,
the user need to specify the coefficient for all reductions to be made, and from these the best
reduction is chosen. It would be much simpler and more sophisticated (also better result
could possibly be achieved) if a sort of binary search would be present. The user would
specify a starting coefficient and the algorithm would began search for best reduction.

However, there re some problems that complicate the task.

¢ The first obvious one are the local maximums, that could occur for the metric and

the search would stop prematurely.
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* The second one is the problem of L1 regularization in logistic regression. We tried
the greedy approach of searching for the best reduction, and it showed. The theory
is that the smaller the coefficient used in the regularization, the stronger is the
regularization, and in case of L1, the sparser the attribute vector should be. At least
so we thought. But when we decreased the regularization coefficient only a little, we

sometimes managed to get a bigger attribute vector than in the previous reduction.

We managed to implement a basic binary search (maybe closer to simulated annealing) of
the coefficient, with s simple check for local minimum of R-Metric score, that was able to
achieve some results, but we were not able to test it properly and it remains as more of a
proof of concept. There is also the area of delivering the information of difference between
two segment of data to the target audience (humans). In this work, we focused on MNIST
dataset and for it, we were able to convey the results in the form of images, because the
form of data in this dataset was suitable for it. However, since our method can be used
on not just image data, it could be interesting to look at different means of visualizing the
information we are able to provide.

The second would be adjusting the proposed method based on the user study results.
Since the results showed that participants preferred a single group of points describing
the major difference between the groups, it could interesting to try to incorporate this

information into attribute selection process of the proposed method.
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Chapter 10

Resumé

10.1 Uvod

V dnesnej dobe sa strojové ucenie Coraz CastejSie pouZiva takmer v kazdom odvetvi. Ludia
z tychto odliSnych odvetvi av§ak nemusia mat’ technické zdzemie pre tieto zloZité algoritmy.
Bez ohl’adu na to vSak potrebujui rozumiet’ preco sa vysledné modely sprdvaju tak ako sa
spravaju. Ak totiZ nerozumuji aj pozadiu rozhodnuti tohto modelu, musia sa spoliehat’ na
slepu doveru. A to nie je mozné v kazdom odvetvi, ako priklad m6Zeme uviest’ medicinu.
Z tohto dovodu sa pouZzivaji rozne pristupy na pomoc pri interpretdcii modelov strojového
ucenia. My sme sa rozhodli zamerat’ na problém zhlukovania, konkrétne vysvetl’ovanie
rozdielu na zdklade atribitov medzi dvoma skupinami z vysledku zhlukovania.

NaSimi prinosmi pre tiito problémovi oblast’ su:

* metdda zaloZend na regularizécii linedrnych modelov pre vytvorenie redukcie (podm-

nozina atribitov z pdvodného priestoru atribitov)

* metrika na vyhodnotenie redukcie (R-Metric) pre vyber najlepSej redukcie.

10.2 Analyza existujacich metod pre vysvetl’ovanie vysled-
kov zhlukovania a rozdielu medzi segmentami dat
Ak bolo na vytvorenie zhlukov pouzité hierarchické zhlukovanie, je mozné vysvetlit

rozdiely medzi zhlukmi pomocou dendrogramu. Ten sa Struktirou podobd stromu. Rozdiely

v tomto strome sa vSak vizualizujd nie na zdklade atributv dat. [4]
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Kazdy vysledok zhlukovania je mozné interpretovat’ pomocou bodového diagramu.
Ked’Ze vSak I'udia dokaZu pre takychto vizualizaciach efektivne vyhodnocovat’ maximélne
3 dimenzie (aj zobrazovacie zariadenia predstavuju rovnaké obmedzenie) je nutné pris-
tupovat’ k redukcii dimenzionality, pri ktorej dochiddza k strate informacii. Pouzivaju sa
napriklad algoritmy PCA alebo t-SNE . [11][10]

V préci [15], vyuzili rozhodovacie stromy na vizualizaciu rozdielov medzi zhlukmi.
Rozhodovacie stromy su I'ahko interpretovatel'né pokial’ sa jednd o malo rozmerné déta.
Pri vel'kej dimenzionalite sa stavaju neprehl’adnymi. TaktieZ je dolezité, Ze rozhodovacie
stromy moZu mat’ problém ak neexistuju atributy, ktoré vedia samostatne oddelit’ skupiny
alebo ich koreldcia s triedou pozorovani je prili§ vel'ka.

Préca, ktora sa najviac priblizuje k problému, ktory rieSime je technika vysvetl’ovania
LIME [16]. Této technika je zamySI'and na vysvetlenie modelov klasifik4cie ako Ciernych
skriniek, pri ktorych sa pomocou rozruSenia povodnych atribitov snazi odhalit’, ktoré
atributy prispievaju, pre dané pozorovanie ku konkrétnej triede. Toto rieSenie lokdlne
priblizuje modely pomocou linedarnych modelov.

Pri vyuZiti rieSenia by bolo moZzné vyuzit' ddleZitost’ atributov na osekanie stromov
a ich zjednoduSenie pri viac dimenziondlnych datach. Okrem rozhodovacich stromov sa
na ziskanie dolezitosti atribtitov daji pouzit’ napriklad SVM algoritmus alebo logisticka
regresia alebo rozne Statistické metody.

Jednou z nich je aj Kolmorogov-Smirnov dvojvzorkovy test, ktory na zdklade rozdele-

nia vzoriek dokaze urcit’ ich odliSnost’. [17]

10.3 Zhlukovacie techniky

Zhlukovanie je pristup ucenia bez ucitel'a. Déta su pri tomto pristupe na zdklade zvolenej
techniky rozdelene do skupin. Pozndme viacero technik, pricom vysledky jednotlivych

technik na rovnakych ditach sa medzi sebou mozu IiSit’.

10.3.1 Zhlukovanie zaloZzené na t’aziskach

Pri tomto pristupe skupiny vznikaju iterativne prirad’ovanim bodov k t’aZiskdm skupin.
Existuje viacero pristupov ako vyberat’ t'aZisko, pricom kazdy pristup vie ind¢ ovplyvnit
vysledok. Vysledkom tohto typu zhlukovanie je dopredu uréeny pocet skupin, ktoré maju

tvar hypergule.[14]
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10.3.2 Hierarchické zhlukovanie

Pri hierarchickom zhlukovani sa pozorovania spdjaji do skupin na zdklade ich vzdialenosti
v priestore atribitov. UZ ndzov hierarchicky napoveda tomu, Ze vysledkom je hierarchia
skupin a ich vzt'ahov. Pozndme dva zdkladne principy tohto zhlukovania. Rozvratné (jedna

povodna skupina sa rozdel' uje na mensie) a aglomerativne (pozorovania sa spajaji do

.....

10.3.3 Zhlukovanie zaloZzené na hustote

Toto zhlukovanie vytvéra zhluky na zdklade hustoty pozorovani v priestore atribuitov.
Husté oblasti (zhluky) st oddelené oblast’ami s riedkou hustotou pozorovani (Sumom).

Vysledkom tohto zhlukovania je moZné identifikovat’ zhluky r6znych tvarov.[14]

10.4 Topologicka analyza dadajov ako nastroj segmenta-

cie udajov

Topologické analyza udajov (d’alej iba TDA), je princip aplikovanej matematiky, ktory
sa vyuZiva na analyzu datasetov. Je zaloZeny na technikach z topoldgie (d’alSia oblast’
matematiky). Topoldgia sa zaobera definiciou telies v priestore na zdklade zbierky pravidiel
a deformdciou danych objektov.[24] Existuji dva sposoby analyzy datasetu pomocou TDA.
Prvy je Statistickd (matematickd) analyza. Pri tomto spdsobe nevizualizujeme Ziadne
tvary. Zist'ujeme len to, ¢i sa tam nejaké tvary nachadzaju, a aké maju charakteristiky. Pri
hl’adani tychto tvarov je nutné zasSpecifikovat’ rozne atribity pre hl’adanie tvarov. Jednym
z najdolezitejSich je polomer oblasti okolo bodu, ktory ndm hovori, ¢i maji byt’ dva body
spojené. Priklad m&zeme vidiet' na obrazku 10.1[5].

Preto sa zaviedol pojem odolna homoldgia ako rieSenie zmien v tvaroch v zavislosti
od zmeny polomeru okolo bodov. D4 sa vizualizovat' napriklad pomocou diagramov
odolnosti alebo Ciarovych kddov. Ciel'om je identifikovat’ tvary, ktoré pretrvavaju aj
naprie¢ zmenami v polomere, a naopak byt schopny odfiltrovat’ tvary ktoré nepretrvavaju
ako Sum. Toto je teda prvy z dvoch vysSie spominanych postupov.
vnimat’ viac ako 3 dimenzie (niekedy 4), pouZiva sa Casto pri vizualizdciach dat redukcia
dimenzionality. Pri nej v§ak dochddza k strate informaécii. A to je vyhodou TDA, ktoré sa

nesnazi vizualizovat’ data ako také, ale len tvary ndjdené v tychto datach. Samozrejme, aj
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na spojenie dvoch bodov, a teda hustejsie prepojené tvary. MoZeme vidiet', Ze vysledky moZu byt’
zavddzajiice, pretoZe torus tvar, ktory je naozaj v ddtach z obrdzku, sa podarilo dosiahnut’ len
Jjednym alebo dvomi nastaveniami vizualizovanych riesent.

tieto tvary je nutné reprezentovat’ v podobe zobrazitel'nej na zobrazovacich zariadeniach,

a prave preto sa v TDA vyuZiva mapovac. V tejto praci sa sustredime na tento postup.

10.4.1 Uloha mapperu v TDA

Mapovac by sa dal oznacit’ za nastroj, ktory z pdvodnej podoby prevedie tidaje do takej,
ktora nisledne umozni analyzovat’ udaje pre vyskyt tvarov a ich vizualizaciu. Kroky

mapovaca by sa dali rozdelit’ na nasledovné:

rozdelenie datasetu na prekryvajuce sa podmnoZiny,

zhlukovanie podmnoZzin,
* ndjdenie prekryvu zhlukov,
* vytvorenie matice vzdialenosti medzi zhlukmi.

Tymito krokmi vznikne siet’ prepojenych bodov, reprezentujucich tvary. Vzdialenosti
medzi zhlukmi zarucia rozloZenie v priestore. Ukdzku krokov mapovaca mdéZeme po-

zorovat’ na obrazku 10.2.
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Figure 10.2: Kroky mapovaca aplikované na dataset reprezentujiici kruh [ 18]

10.4.2 Rozdiel medzi TDA a beZnymi zhlukovacimi algoritmami

Zakladnym rozdielom medzi TDA a zhlukovacimi algoritmami je, Ze zatial' ¢o zhlukovacie
algoritmy su segmentacné ndstroje, TDA je technika explorativnej analyzy. Druhym je,
Ze vysledok zhlukovania st oddelené skupiny pozorovani. Pri TDA mo6Zeme analyzovat’
aj vysledok, ked’ sa Ziadne skupina uplne neoddeli, ale mdZe sa nachadzat’ niekde na
okraji. S TDA teda vieme analyzovat’ aj idaje, ktoré by pomocou zhlukovacich algoritmov
nedavali rozumné vysledky. TDA taktieZ na rozdiel od niektorych zlukovacich algoritmov,
napriklad tych zaloZenych na t'aZiskach, dokdze identifikovat’ aj skupiny inych tvarov ako
hypergul’a. Treba vSak povedat’, Ze TDA nie je prioritne urené na segmentaciu udajov,

ale skor na analyzu ddajov, aby sme videli s ¢im pracujeme.

10.5 Metody vysvetlovanie rozdielov medzi segmentami

udajov

Zhlukovanie sa najCastejSie vyhodnocuje metrikami, ktoré vyhodnocuju kvalitu zhlukov

ako takych. V naSom pripade ale ani tak nejde o kvalitu zhluku, skor o rozdiel medzi
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zhlukmi v atributoch. Pre tento Gcel by bolo mozné vyuzit' rozne metddy, €i uz Statistické
ako Kolmogorov-Smirnov skore, alebo nejaku priemernu hodnotu atributu pre zhluk.
Taktiez by sa dalo vyuzit' interpretovanie klasifikatorov. V obidvoch pripadoch by ale
vo vel'’kej miere iSlo o vyhodnotenie dbleZitosti samostatného atribtitu. My by sme vSak
cheeli ndjst’ takd kombindciu atribitov, ktord dokopy, aj vzt ahmi medzi atribitmi dosahuje
najlepSie rozdelenie segmentov. Ako moZné rieSenie sa ponukaju linedrne modely a ich

regularizécia.

10.5.1 Regularizacia linearnych modelov

Regularizicia linearnych modelov je mnoZina technik, ktorych hlavnym ciel’om je up-
ravit’ proces ucenia linedrnych modelov pre dosiahnutie lepsich vysledkov zlepSenim ich
schopnosti generalizovat’ (zabranit’ preuceniu). Pri strojovom uceni je pretrénovanie Casty
problém, kedy sa model aZ prili§ prisposobi na konkrétne déta, na ktorych bol vytvoreny, a
potom na novych datach dosahuje horSie vysledky. Prave tomuto sa snazi regularizicia
zabranit’ pri linedrnych modeloch. Pozndme dve zdkladné formy regularizdcie. L1 taktieZ
nazyvanu Lasso a L2 nazyvanu Ridge. Zakladnym rozdielom medzi nimi je, Ze L1 pouZiva
sucet absolutnych hodnot véh na regulovanie koeficientov, zatial’ o L2 vyuZiva sucet
druhych mocnin tychto vah. Vysledkom tychto r6znych aplikécii, je okrem iného aj fakt,
ze L1 regularizicie produkuje pre linearny model riedky vektor atributov. Teda niektoré
atribity nadobudnu védhu 0 a pri trénovani nehraju Ziadnu tlohu. To ako vel'mi riedky je
tento vektor atributov zélezi od zvoleného regularizacného koeficientu. Na rozdiel od toho,
s pouzitim L2 regularizdcie si vdhy atribtitov vZdy zachovaji hodnotu vicsiu ako 0 a teda
nedochddza k vzniku riedkeho vektoru.[12] Pre klasifikdciu existuju tri zdkladné linedrne

modely. Jednd sa o logisticku regresiu, SVM klasifikator a perceptron.

10.6 Motivacia, ciele a hypotézy nasej prace

Motivécia nasej prace vychddza z faktu, Ze modely strojového ucenia zvyknu poskytovat’
komplexné rieSenia, ktoré su niekedy az tak komplexné, Ze je t'aZké im rozumiet’. Preto sa
v nasej praci sustredime na spracovanie vysledkov zhlukovania pre objasnenie rozhodnuti
zhlukovacieho modelu. Ciel' om naSej préace je: Poskytniit’ metodu, ktord ul’ahci interpretd-
ciu zhlukovacich modelov a ich rozhodnuti. Na dosiahnutie tohto ciel’a sme navrhli metédu
zaloZenu na L1 regularizacii linearnych modelov, pomocou ktorej chceme identifikovat’
podmnoZinu atribttov, ktord dokdze oddelit’ 2 segmenty pozorovani, je ¢o najmenSia, ale

zaroven si zachovava schopnost’ dostatocne oddelit’ dané segmenty pozorovani.
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Na vyhodnotenie naSej prace, sme sa rozhodli sledovat’ tieto hypotézy:

e Zastupny model mdZe byt’ pouZity na ndjdenie dolezitych atribitov pre celé zvolené

triedy zo zhlukovacieho modelu.

* Vysledok linearneho modelu klasifikdcie s L1 regularizaciou poskytuje dostatok
informd4cii o atributoch na zjednodusSenie interpretdcie rozhodnuti modelu zhlukova-

nia.

10.6.1 Statistické vyhodnotenie

V statistickom vyhodnoteni sa ststredime na vyhodnotenie prvej hypotéz. A teda Ci po-
mocou zastupného modelu vieme identifikovat’” dblezité atribity pre celé triedy. Toto
vyhodnotenie ma dve vrstvy. V prvej vyhodnotime, ¢i po odstrdneni nami vybranej podm-
noziny z povodnej mnoZiny atributov dosiahneme horsie vysledky, ako ked’ odstrdnime
ndhodnu rovnako vel' ki podmnoZinu. V druhej ¢asti vyhodnotime naSu metddu voci inymi
metddam na selekciu atribitov. Algoritmy, s ktorymi sa budeme porovndvat’ st Ndhodny
les (Random forest), SVM, Kolmogorov-Smirnov skore a sekvencnd selekcia atribatov. S
tymito metédami sa porovname pomocou prekryvu vybratych atribtitov, normalizovany
diskontovany kumulativny zisku (NDCG - normalized discounted cumulative gain)[9] a

priemernej presnosti[23].

10.6.2 Pouzivatel’ska studia

V rdmci pouZzivatel skej Studie sme sa zamerali na vyhodnotenie, toho ¢i atributy, ktoré
vyberie nami navrhnutd metdda su tie, ktoré chcu I'udia vidiet’ ako rozdiel medzi dvoma
skupinami. Stidia je postavena na MNIST datasete. PouZivatelia v nej vyberaji skupiny
atributov, ktoré dobre vysvetl'uju rozdiel medzi skupinami a tie, ktoré ho vysvetl'uju
zle. Nasledne vyhodnotime tspesSnost’ nasej metddy voci zozbieranym udajom od pouZi-

vatel’ ov.

10.7 Navrhovana metoda

Navrhujeme metddu, ktord bude vediet' vybrat’ ddlezZité atributy a poskytnit’ spdsob

vysvetlenia rozdielu v tychto atributoch pre dva dané segmenty.
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10.7.1 Vyber dolezitych atribiitov

Na vyber doleZzitych atribitov vyuZivame logisticku regresiu s L1 regularizciou.

10.7.2 Vytvorenie modelu logistickej regresie

Dita pre dve skupiny zo zhlukovania rozdelime na trénovaciu a testovaciu mnoZinu, aby
sme mohli vyhodnocovat’ vytvorené redukcie. Ked Ze vel'kost’ redukcie je ovplyviiovana
parametrom regularizdcie, vyskiSame niekol'’ko tychto parametrov a na zdklade vysledkov
prislichajicich redukcii vyberieme td najlepsSiu. Kvalita ndSho rieSenie vSak nezélezi len
od vysledkov na testovacej mnoZine, ale aj od vel'’kosti redukcie. Chceme ndjst’ kompromis

medzi zhorSenim vysledkov a redukciou poctu atributov.

10.7.3 Vyhodnotenie redukcie

Redukcie vyhodnocujeme na testovacej mnoZine pomocou krizovej validacie. Pre porov-

nanie taktieZ vyhodnotime vysledok pre povodnii mnoZinu atributov.

10.7.4 Metrika hodnotenia redukcie: R-Metric

Vstupom pre R-Metric je vysledok pdvodnej mnoZiny atribitov na testovacej mnoZine,
redukcie na testovacej mnozZine a vel'’kost’ povodnej mnoZiny atribitov a redukovanej
mnoziny atribitov. Z tychto hodnot sa vypocita findlne hodnotenie redukcii, podl’a ktorého

vyberieme najlepSiu.

10.8 Vyhodnotenie navrhovanej metody

Pre navrhovani metédu vyhodnocujeme samostatne Statistické vyhodnotenie a pouZzi-

vatel’ sku studiu.

10.8.1 MNIST dataset expriment - Statistické vyhodnotenie

Aplikovali sme TDA (kniZnica Kepler mapper) na MNIST dataset. Z vizualizacie sme

ndsledne izolovali dva segmenty pozorovani, ktoré majoritne reprezentovali ¢isla 9 a 7.
Z redukcii, ktoré sme vytvorili z povodnych 784 atribitov sme ako najlepSiu na

zaklade vysledkov R-Metric vybrali td s vel'’kost'ou 46 atribtitov. Ktorda mala v porovnani

s povodnym vysledkom na testovacej mnoZzine (94,43%) vysledok 94,52%. TaktieZ sa
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nam potvrdilo, Ze vysledok invertnej redukcie bol o 1% horsi ako ten ndhodnej redukcie
rovnakej vel'’kosti. Pokial’ sa jednd o vysledky v porovnani s inymi metédami na selekciu

atributov vysledky st uvedené v tabul’ke 10.1.

Table 10.1: Vysledky roznych metrik pre porovnanie s metodami pre selekciu atribiitov pre najlepsiu
redukciu o vel’kosti 46 atribiitov. RF - random forest, KSS - Kolmogorov-Smirnov skére, SVM,
SBFS - sekvencnd spdtnd selekcia atribiitov

| metwika | RF | KSS | SVM | SBFS |

overlap 28 27 0.2 12
NDCG | ) esr3 | 0.8921 | 07242 | ——
(véhy)
NDCG 1 9386 | 0.9394 | 0.4985 |
(poradie)
PHEMENa 1y 6439 | 0.6600 | 0.0544 | 0.2973
presnost

10.8.2 MNIST dataset expriment - pouzivatel’ska Stidia

Nasej pouZzivatel’'skej Stidie sa zdc€astnilo 21 I'udi. Ich dlohou bolo v troch prikladoch
ohodnotit’ dobré a zI¢ atribiity pre oddelenie dvoch skupin. V prvom priklade sa jednalo o
skupiny obrazkov ¢isel 9 a7, vdruhom 9 a4 a v tret om 3 a 8. Zo zozbieranych tdajov sme
nakoniec pre kazdy priklad vytvorili 3 skupiny sentimentu - dobré body na vysvetlenie, z1é
body a body na rozmedzi, ked’Ze pre niektorych tucastnikov boli zI€ a pre inych dobré. Pre
tieto skupiny sme ndsledne v kazdom priklade vyhodnotili porovnanie s atribitmi, ktoré
vybrala, resp. nevybrala naSa metdda. Pre najlepSie redukcie z kazdého prikladu mo6Zeme

vidiet' vysledky v tabul'ke 10.2.

Table 10.2: Vysledky user study pre najlepsie redukcie z kaZdého prikladu.

priklad | YETKOSU | ppp | ppg | - dobrd TNR | ENR | 7l hranica
redukcie hranica
¢. 1 46 18,69% | 3,07% 23,53% 96,93% | 81,31% 76,47 %
¢.2 60 30,00% | 5,45% 25.,42% 94,55% | 7,00% 74,58%
¢. 3 82 7,69% | 9,36% 27,36% 90,64% | 92,31% 72,63%
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10.9 Zhodnotenie

Na zdklade dosiahnutych vysledok moZeme konStatovat’, Ze sa nam podarilo splnit’ ciel
prace. Pokial’ sa jednd o vysledky Statistického vyhodnotenia podarilo sa ndm ukdazat’, ze
vieme vybrat’ pomocou nasej metédy dolezité atributy. Pri porovnani s inymi metédami
selekcie atributov boli niektoré vysledky slabsie, o sa vSak do istej miery da pripisat’
roznemu principu algoritmov, ktoré boli zodpovedné za vyber. Z vysledkov pouZivatel skej
Studie sa ukdzalo, Ze nie je také jednoduché trafit’ sa do oCakdvania 'udi. Zaujimavym
poznatkom je, Ze I'udia sa sustredia pri vyhodnocovani rozdielu na najvacsi rozdiel, a

ostatné menSie rozdiely pre nich nie su vel'mi (skoro vobec) dolezité.
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Appendix A

Plans for work

A.1 Evaluation of the last winter semester

In the last winter semester we were able to fulfill most of goals we set for it. The choice of
mapper was between two of the implementations. Based on the tests we conducted and
possibilities they provided we have chosen one of them. Because the alterations to the
mapper are not a key component and goal of our work, we decided to push this task to next
semester and focus on the goal of our work, the method for interpretation of clustering
models. We were able to fulfill this task and constructed such a method. We also conducted

test with MNIST dataset. In this semester, we didn’t manage to test the whole pipeline

from TDA through our method to results.

Table A.1: Plan for each month for last winter semester

Month Plan

September Studying of various free implementations of TDA mapper
and choosing the best option

October Adjustments to chosen implementation of mapper to fulfill
our requirements for choosing segments

November Implementation of method for interpreting features that best
distinguish two data segments

December First tests of created method on datasets, possible adjust-
ments to the method based on tests

January Test for whole pipeline from TDA through our method to
results.
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A.2 Evaluation of the last semester

In this semester, we focused on evaluation of our method in comparison with other feature
extraction algorithms (random forest, kolmogorov-smirnov score, SVM, sequential feature).
We adjusted the mapper results so that we are able to select segments of data, and test the
whole pipeline. We thought about adding additional functionality to our method by adding
a deep look into segment parts analysis, more exactly how parts of one segment differ one
from each other based on attributes (similar to hierarchical clustering), but because of the
lack of time we didn’t pursue this task. We carried out an experiment with people to assess
the goodness of our solution. In the end we polished the evaluation of our work, the text of
the work and presentation of the results. During this semester, we also presented out work
on IIT.SRC conference, which took some amount of our time, but was good experience

and we got some feedback for our work.

Table A.2: Plan for each month for last semester

Month Plan

February Evaluation of feature extraction method and segment selec-
tion from mapper results

March Implementation of deep segment analysis

April Polishing of work and results presentation
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Appendix B

Technical documentation

In this appendix, we focus on specification of our method, core used libraries and other

technical requirements.

B.1 Specification

We used scikit-learn library for machine learning tasks.

B.1.1 Proposed method

Our proposed method in fact consist of multiple python methods, which we extracted into
a standalone python file. In this python file we defined class LinearReductionMethod. The

methods in this class are:
* alpha_metric()
* get_conf_int()
e test_reduction()
* normalized_atribute_reduction()
¢ test_random_reduction()
* get_best_reduction()

The use of this class is quite simple. User creates new instance of this class and to find the
best reduction he just calls the method get_best_reduction(). In figure B.1 we can see the

use of these methods for reduction creation in form of sequence diagram.
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Method get_best_reduction

The inputs of this method are:

¢ observations data,

observations classes,

list of regularization coefficients to try,

attribute weight for R-Metric,

* score weight for R-Metric,

number of parallel tasks to start.

As first step the observations data are split to train and test. Then baseline results are
calculated. Afterwards the results for each regularization coefficient are calculated. From

these results the best reduction is chosen.

Method normalized_atribute reduction

In this method, the reduction using logistic regression and L1 regularization is created based
on train data. Afterwards the results on test data are calculated for reduction and inverse

reduction. Also the random reduction are calculated for the corresponding reduction.

Method test_reduction

This method calculates the results for created reduction and inverse reduction if transform
flag is set as parameter. Otherwise calculates the baseline results for test data and original

attribute set.

Method test_random_reduction

The random reduction results corresponding to a created reduction are calculated in this
method. The method averages the result from number of tries specified by parameter to

get more consistent results.

Method get_conf_int

Calculates 95% confidence intervals from cross validation scores presented as input.
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Method alpha_metric

Calculates the metric specifying the goodness of reduction based on the baseline scores,
original attribute set size, reduction score and reduction attribute set size. This metric uses

weights to add importance to either score on attribute set sizes.

B.1.2 User study

Our user study was conducted through a web application we crated for this. This app is
present on the electronic medium, and here, we will showcase the web pages present in the
study. On the first page, participant read his task and could open an example of the task.
He also selected his nickname for the user study. On the following pages he completed the
same task for three examples. Afterwards, he could leave us a note about the user study.
The example the user could view can be seen in figure B.2.

Following pages contain the converted pages from user study web application.
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Welcome to this user study!

First

of all, | would like to thank you for your participation, it really

matters. So THANK YOU.

Second of all, let me give you some heads up, as to what will be your

task

during this study.

Your task

Userid

First, you will select your unique nickname (nickname, email, whatever...) so that we can match your
responses from multiple examples.

Then, there will be a series of examples, for which we need response. Each will consist of some
informative images and two interactive images / plots.

Your task is to examine the informative pictures, and use the selection tool within the interactive ones to
select points.

The interactive images consist of image representing the difference between the presented groups, and
are overlaid with the explanation (important points for one groups with one color and the other with
different one).

As to which points to select in which image, the rules are these:

o In first image (left one, named good explanations)select points, which in your opinion provide a
good explanation of difference between the two groups presented in informative images.

o In second image (right one, named bad explanations) on contrary select points, which in your
opinion provide a bad explanation of difference between the two groups presented in informative
images.

Try not to select the same points in both images.
PLEASE, use shift key to add to your already made selection (select more separated groups).
Double-click outside of the selection to deselect everything.

If you are done with selecting, click the SAVE button.

Now please select your nickname

User id
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And that's all!

Once again, thank you for your participation in this user study, we
really appreciate your effort and time you have given us. So THANK
YOU.

If you want to leave us a note, you can do so here. Otherwise just close the browser tab / window.
Text

Text



B.2 Instalation

To install all the required python libraries, one has to have Python 3.6 or higher installed

first (we were using version 3.7). Afterwards, simply run :
* pip install -r requirements.txt

in directory with provided requirements.txt file. Afterwards there is one library that needs
to be installed from the file provided in installation folder. Choose one based on your

python version and architecture of your system and run command:
* pip install library_version.whl

These steps will install all the libraries required for running the programs. The tasks we
completed in this work are implemented in Jupyter notebooks. Because of that, one needs
to have also Jupyter notebook installed on his machine (Anaconda distribution or other).

The main addition method for linear reduction is contained in standalone python script file.
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Appendix C

IIT-SRC submission

We processed our work into an article we submitted for the students conference that took
place at STU FIIT on April 17. 2019. This article was published in the proceedings of the
conference.
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Interpretability of machine learning models created by
clustering algorithms

Jakub JANECEK*

Slovak University of Technology in Bratislava
Faculty of Informatics and Information Technologies
Ilkovicova 2, 842 16 Bratislava, Slovakia
xjanecekj@stuba.sk

Abstract. Nowadays, machine learning has become
a common tool for solving many research problems,
but also problems from real life. With growing al-
gorithm complexity and data dimensionality, the need
for model interpretations that are easier to understand
is onrise. In this paper, we propose the use of logistic
regression as surrogate model for interpreting clus-
tering models. In our work we use topological data
analysis (explorative analysis tool) to find interesting
segments of data. With the use of logistic regression,
we examine the importance of attributes for these seg-
ments and draw the best subset of these attributes that
can split the two examined segments.

1 Introduction and motivation

In these days machine learning is used in almost all
industries. People from these industries, often don’t
have to have the technical background for complicated
algorithms, which are used for machine learning, and
in our case specifically segmentation of data. Never-
theless, these people need to understand the models,
that the complicated algorithms create as best as possi-
ble. Because, if they don’t understand them or the rea-
sons behind their decisions, it stirs disbelief towards
the results of these models. That’s why, it’s necessary
to design methods for interpretations of these models,
which if not completely describe the models and all
their aspects, at least enable comprehension of them
and their decisions. The comprehension of models
decision will bring greater trust in these models, and
allow their application for real world problems.
Imagine we created the best possible model for de-
termination of inherited diseases for newborns, which
complexity is enormous, and we have no means of ex-
planation for our model, by which we could clarify its
decision to doctors. If it was so, the doctors wouldn’t

be able to use this model. If we can’t say why the re-
sults are what they’re, doctors can’t trust it with health
or even life of other people.

This problem is present in a lot of machine learn-
ing techniques. We decided to focus on data segmenta-
tion, especially on explaining differences between two
data segments by attributes. In other words, finding
a subset of attributes that can split the two segments
sufficiently and describing how each of these selected
attributes contribute to the division.

2 Analysis of existing solutions

From the existing approaches and works we encoun-
tered, the two most similar to ours, in terms of their
goals and approach to the problem are LIME tech-
nique [5] and the other is explanation using decision
trees [4].

2.1 LIME technique

LIME technique [5] is particularly close to the prob-
lem, for which we’re trying to come up with a solution.
This technique is meant for explaining black box mod-
els for classification, by finding features that best iden-
tify the examined observation, with use of surrogate
model. It perturbs the input features of observation
and looks for the best match of these perturbed inputs’
results and results of the original input. It does an ex-
cellent job explaining why output for an observation
is what it is. In their work, authors also proposed a
technique for explaining the whole model, by drawing
variable number of observations which best showcase
and explain unique features, and afterwards finds the
most important for the model as a whole. But this ap-
proach is based on single observations and is mainly
intended for that. Explaining why the observation

* Master study programme in field: Intelligent software systems
Supervisor: Dr. Jakub Sevcech, Institute of Informatics, Information Systems and Software Engineering, Faculty of

Informatics and Information Technologies STU in Bratislava

HT.SRC 2019, Bratislava, April 17, 2019, pp. 1-8.
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can be labeled as belonging to some class. Interest-
ing part is also using linear models as a tool to locally
approximate models. Linear models can’t globally ap-
proximate complex black box models, but can provide
an approximation of local part of that complex model,
which is not a faithful interpretation of the original
black box.

2.2  Explanation using decision trees

In [4], decision trees were used to visualize what sepa-
rates the clusters. Although elegant and easy to under-
stand, this method becomes less feasible with growing
dimensionality of the datasets. In high dimensional
data, the trees are too complicated for humans to eas-
ily understand what separates two data segments. But
for data with low dimensionality, this technique is
quite good and can be applied. Also a slight prob-
lem might occur, if we try to prune the tree to make
them smaller, because of the way we would choose
the subset of attributes. If we would base this selec-
tion only on attribute importance, we could miss some
key interactions between attributes that together form
a difference between segments.

3 Analysis of algorithms and techniques
that could be used for our method

In order for us to be able to design a new way of inter-
preting clustering models, we needed to analyze the
algorithms that could be used for this task. based on
this analysis we could choose the best approach.

3.1 Dimensionality reduction techniques

It’s possible to interpret the results of clustering by
a scatter plot. However, if scatter plot is used, vi-
sualization beyond 2 attributes is very problematic.
But if there are more attributes that contribute to the
segmentation, they have to be reduced. Using meth-
ods such as PCA or t-SNE algorithm. [2] [1]. These
are often used to help the visualization of the data.
But this approach has its obvious downside. The cost
of these dimensionality reduction techniques is losing
the connections of original features to decisions of seg-
mentation. That’s why this approach is not sufficient
for our goal.

3.2  Feature selection techniques based on fea-
ture importance

Another approach could be based on techniques that
evaluate the importance of individual features. After-
wards we would simply choose top N features to pro-
vide the interpretation of the model. We would need
to find a way to selecting enough attributes to keep the
information of the model close to the original model.
That would be possible. But more importantly, there’s

one issue we wouldn’t be able to solve for some algo-
rithms. That’s that some algorithms that provide the
importance of features in model, taking each feature
as a single unit, don’t take into account the interactions
between features. But sometimes, it’s these interac-
tions that are key to separation of the segments in data.
Similar to these algorithmical techniques is the sta-
tistical method of Kolmogorov-Smirnov two sample
test. It’s a nonparametric test, that provides the means
to evaluating the difference between one-dimensional
probability distributions of two randomly chosen sam-
ples of data. It quantifies the distance between empir-
ical distribution functions of these two samples. We
can use it to measure the distance between the dis-
tributions of each attribute for two chosen groups of
data, and find the attributes that differ the most [6].

3.3 Linear models with L1 and L2 regulariza-
tion

Inspired by the LIME technique [5], we took a look at

the linear models and application of regularization to

them.

Regularization of linear models is a set of tech-
niques, which main goal is to provide means of ad-
justing the learning process of algorithm to get better
results, achieving them by improving generalization
of model. In linear model we’re trying to find coeffi-
cients for each attribute so that the function composed
from these attributes best approximates. By different
means for each technique, it tries to regulate these co-
efficients, so that some regions of our function space
are penalized and thus being able to generalize bet-
ter. [3] There are two basic forms of regularization.
L1 regularization also called Lasso and L2 regular-
ization also called Ridge. The main difference is that
L1 uses just the sum of the weights while L2 uses the
sum of the square of the coefficients to regulate the
coefficients.

The main difference between L1 and L2 regular-
ization is that with L2 the weight for every coefficient
is always bigger than 0. Which means that the solution
is never a sparse vector. On contrary the with L1 reg-
ularization can be sparse, meaning that some features
will be marked as non essential for solution and their
weights will be zero. That’s what we want. To get a
sparse vector of coefficient for attributes, which will
tell us what attributes we need for learning a model
able to distinguish two segments.

4  Proposal of method for improving inter-
pretation of clustering models

Based on the analysis, we decided to formulate our

method around regularization of linear models, more

specifically, the L1 form of it. The input to this method
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is the result of clustering, or any other marked data
with two groups (segments). First a baseline surrogate
linear classification model is created with no regular-
ization applied. Afterwards the same type of model
- this time regularized - is created, to provide a inter-
pretation of former clustering model based on feature
importance for each group. The L1 regularization will
provide us with a sparse vector, from which we will
derive the interpretation. But for the linear model to
be able to provide us with this sparse solution, we need
to specify the extent of the regularization - sparseness
of the vector. This measure is key to the degree of
reduction that’s done. It’s a single input into the reg-
ularization of linear model. Moreover, the reduction
that we create, needs to hold enough information, that
it can sufficiently distinguish the two segments of the
data. These two aspects, pushed us to define a equation
for reduction score, which would be able to evaluate
the created reduction and find the best one possible.

4.1 Reduction score equation

In most cases of linear classification, when the model
with L1 regularization is used, it’s a common approach
to find the best coefficient for regularization (let’s call
it alpha coefficient) with the hyperparameter tuning
and pick the model that gives the best results. How-
ever, this way we don’t take into account the amount of
attributes, that we marked as not essential, thus mak-
ing the model smaller ( more interpretable ). That’s
why our equation consist of two parts. One makes
account for the goodness of results of linear model,
and the other for the amount of not essential attributes
found. We designed this equation to fulfill some ba-
sics, that would help us interpret its output. These
are:

— The output for baseline linear model is 1.

— If reduction is worse than baseline, the output is
less than 1.

— If reduction is better than baseline, the output is
more than 1.

With these in mind, we formulated the equation:

ny —n2 L — T2

Score = (1+ xwi)* (1 —

* 'LUQ)
ni T1

(n
To break it down, the left bracket represent the factor
for number of attributes and right bracket represents
the factor of evaluation classifier result on test data.
The attribute factor consist of 3 variables. Vari-
able n; stands for original number of attributes in data,
the no for selected number of attributes in reduction.
The fraction in this part gives numbers from 0 to 1. In
addition it can be weighted by wi. The result of this
bracket is number from 1 to 2.

In the evaluation result factor, we also have 3 vari-
ables. Variable ry stands for evaluation score of linear
model with original test data, r» stands for evaluation
score of linear model with reduced test data (reduced
attributes) and wy is used as a weight. The character-
istics of this factor are similar to the attribute factor,
yet not the same. Its output fits to range 0, 2).

For both weights, there’s a constraint, that they
have to be numbers in range O to 1.

With this equation, we can create multiple reduc-
tions and find the best based on comparison of a single
number - the score from this equation.

5 Proposed method evaluation

We decided to evaluate our method in two ways.

The first one being the statistical evaluation, in
which we carry out an experiment with MNIST dataset
(image dataset of written numbers from 0 to 9). In this
experiment we will compare the selected essential at-
tributes with our method for interpreting the difference
between two segments with Random forest algorithm
and Kolmogorov-Smirnov score, which both can pro-
vide feature importance. With this experiment, our
goal is to find out, if truly, the linear model with L1
regularization can find the important attributes for di-
viding these two segments of data.

The second is a study with people, by which we
want to prove the hypothesis, that our method can
boost the interpretability of clustering models. More
concretely, if our method can indeed identify the fea-
tures in data, that are key for people to distinguish two
segments of data apart.

5.1 MNIST dataset - statistical evaluation

In first part of evaluation of our method, we decided
to select two segments from MNIST dataset. These
segments were identified with the use of Topological
data analysis [7]. We split the data into two parts:

— train data - used to create reduction (40%)

— test data - used to evaluate the reduction (60%).
Afterwards, we created multiple reductions, which
results can be seen in table 1. For the evaluation
of reductions, we’re using a baseline model (logis-
tic regression with L2 regualarization with coefficient
10000 - no regularization). The baselines result with
f1 metric and no reduction of attributes (784) was
94.43%. These numbers serve as input to our evalua-
tion equation. The results on test data were obtained
with cross-validation, which in turn gave us the op-
tion to calculate the confidence intervals (CI). The CI
values don’t spike into very large numbers, and that’s
good, meaning the results of these reductions aren’t
just a coincidence. For weights in our designed eval-
uation equation, we assigned weight 0.25 to attribute
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reduction factor, and weight 1 to score difference fac-
tor.

Table 1. Reductions attributes and results

alpha | n. attr.  red. eq. score  score (f1)
5 425 1.1102 94.04%
3 403 1.1151 93.85%
1 364 1.1260 93.73%
0.5 339 1.1303 93.41%
0.1 330 1.1351 93.58%
0.05 307 1.1366 93.08%
0.01 222 1.1873 95.11%
0.005 185 1.2033 95.46%
0.001 108 1.2266 95.33%

Random forest and Kolmogorov-Smirnov score
provide the ranking of feature importance, however,
they don’t specify the number of attributes they deem
important. In addition, they only have positive weights
for attributes, so we don’t know, for which class which
attribute is important. That’s why we decided to sim-
ply compare the presence of attributes in both groups
(attributes from reduction vs. attributes from control
algorithm). We take the same amount from top of the
rankings of control algorithms as our method based on
logistic regression selects. Afterwards, we compare
these two groups and evaluate how many attributes are
present in both groups. Based on the fact that the con-
trol algorithm and our method are based on different
principles, we take it as a success if these two groups
share at least half the attributes. In table 2 we can see
the results. The second and third column represent
the number of attributes the reduction of size given in
first column has the same as the subset from control
algorithm.

Table 2. Comparison of reduction feature subsets
with control algorithms.

size of subset | Random Forest Kol.-Smirnov
425 399 (93.88%) 388 (91.29%)
403 373 (92.56%) 363 (90.07%)
364 321 (88.19%) 313 (85.99%)
339 290 (85.55%) 281 (82.89%)
330 281 (85.15%) 270 (81.81%)
307 245 (79.80%) 238 (77.52%)
222 137 (61.71%) 134 (60.36%)
185 105 (56.76%) 101 (54.59%)
108 56 (51.85%) 63 (58.33%)

5.2 User study

We designed the study this way. A person will be
presented with pictures representing the mean val-
ues of two segments (groups) of observations from
MNIST dataset, and also their difference. He will ex-
amine these images. Afterwards, he will be presented

with the visualization of the difference between these
two segments, overlaid with some explanation of the
difference between these two groups provided by our
method based on feature importance. In this visualiza-
tion, he will need to identify those segments (pixels)
that represent the good explanations of the difference,
and those that represent the bad ones. Both pictures
will represent the mean values of pixels for observa-
tions from these groups.

The evaluation of the study consist from compar-
ing the regions (pixels) in pictures identified by people
with the ones our proposed method is able to identify.

In the time of writing of this article, the user study
is just starting.

6 Conclusions

In our work, we were able to construct a method that
utilizes linear model with L1 regularization to identify
subsets of attributes that can divide two segments of
data apart. This method is based on surrogate linear
classification model, and can be used on any result of
clustering or other data to find the differences between
groups. Based on the results that we have so far, we
can conclude that we succeeded in our task to improve
the intepretability of clustering model, by being able
to interpret the difference between two segments of
data.
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Appendix D
Electronic medium

Evidence number of this work in information system: FIIT-182905-73940
The content of electronic medium (zip archive) provided with this work consists of follow-

ing directories and files:
/Final_code

/datasets

— datasets used in tests of proposed method
/methods

— method implementation

— statistical evaluation of method

— user study evaluation

— mapper usage
/mapper_results

— results of mapper usage
/results

— results of the work
/installation

— requirements.txt - list of libraries needed for this work

— library versions for one that needs to be installed from file

readme.txt - description of media content
/Final_text

— pdf file of the text of this work
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— latex source files for documentation
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