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Jedným z najdôležitejších zmyslov je náš zrak. L’udské oči prijímajú každú sekundu obrovské

množstvo vizuálnych informácií. Spracovanie takéhoto množstva dát je vel’mi náročné, preto

vizuálna pozornost’ poskytuje nášmu mozgu schopnost’ selekcie najdôležitejších aspektov

okolia. Modely, ktoré predpovedajú vizuálnu pozornost’, vytvárajú mapu významných čŕt.

Štandardné hierarchické metódy neberú do úvahy tvary objektov a modelujú významné črty

ako rozdiel medzi stredom a jeho okolím po pixeloch.

Ciel’om tejto diplomovej práce je zdokonalit’ predikciu významných čŕt s využitím superpi-

xelov. Ich hlavnou výhodou je, že ich hranice by mali odpovedat’ kontúram objektov. Náš

navrhnutý model významných čŕt kombinuje hierarchické spracovanie vizuálnych príznakov

so superpixelovou segmentáciou.

Naše vnímanie ovplyvňujú aj dynamické stimuly. Preto sme našu metódu rozšírili s použitím

máp optického toku o dynamické vplyvy pozornosti, aby sme mohli predikovat’ vizuálnu

pozornost’ aj na videosekvenciách.
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One of the most important senses is our vision. Human eyes receive a huge amount of visual

information every second. Processing such amount of data is very demanding, thus visual at-

tention provides our brain the ability to select the most important aspects of a scene. Models

that predict visual attention create a saliency map. Standard hierarchical saliency methods do

not respect the shape of objects and model saliency as the pixel-by-pixel difference between

the centre and its surround.

The aim of this master thesis is to improve the saliency prediction using a superpixel-based

approach. Their key benefit is that their boundaries should correspond to object’s contours.

Our proposed saliency model combines a hierarchical processing of visual features and a

superpixel-based segmentation.

Our perception is influenced by dynamic stimuli too. Thus, we have extended our method

to consider dynamic impacts of attention using optical flow maps to predict visual attention

also in video sequences.





Declaration of Honour

I honestly declare, that I wrote this thesis independently under professional supervision of

Ing. Vanda Benešová, PhD. with citated bibliography.

May, 2015 in Bratislava signature



Acknowledgement

I would like to thank my supervisor Ing. Vanda Benešová, PhD. for her willingness, continual

support and helpful advice during the work on this thesis. I also thank my family and friends

for their unceasing encouragement and support.



Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Attention and Scene Perception 7

2.1 Visual System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Visual Attention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Bottom-up Attention . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2.2 Top-down Attention . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Motion Perception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Related Work 17

3.1 Hierarchical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 Bayesian Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3 Decision Theoretic Models . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.4 Information Theoretic Models . . . . . . . . . . . . . . . . . . . . . . . . 25

3.5 Graphical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.6 Spectral Analysis Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.7 Pattern Classification Models . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.8 Reinforcement Learning Models . . . . . . . . . . . . . . . . . . . . . . . 30

3.9 Other Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 Analysis of Used Principles 33

4.1 Superpixels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.1.1 Simple Linear Iterative Clustering . . . . . . . . . . . . . . . . . . 36

4.2 Histogram and Histogram Comparison . . . . . . . . . . . . . . . . . . . . 36



Contents Bc. Patrik Polatsek

4.3 Optical Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5 Proposed Algorithm 41

5.1 Superpixel Gaussian Pyramid . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.2 Superpixel Feature Processing . . . . . . . . . . . . . . . . . . . . . . . . 44

5.2.1 Intensity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.2.2 Colour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.2.3 Orientation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.2.4 Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.3 Spatial Saliency Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.4 Motion Innovation Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.5 Spatiotemporal Saliency Map . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.6 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6 Evaluation and Discussion 55

6.1 Spatial Saliency Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6.2 Spatiotemporal Saliency Model . . . . . . . . . . . . . . . . . . . . . . . . 63

7 Conclusion 69

A Technical Documentation 79

B User Guide 87

C IIT.SRC 2015 paper 89

D SCCG 2015 paper 97

E Resumé 107

F DVD Contents 117

ii



Chapter 1

Introduction

Our environment contains many objects which provide us huge amounts of visual informa-
tion. The human brain, analogous to a computer, has limited computational capacities, due
to which it cannot process all incoming visual data. Thus attention provides mechanisms of
reducing and selecting important information (Mancas, 2007; Borji – Itti, 2013). In other
words, attention optimises computations in the brain by selective concentrating on a single
aspect of a scene whereas others are ignored1.

Various elements of the environment compete for our attention. Visual attention helps us
decide where to move and fix the eyes by detecting salient regions (Goldstein, 2010). Eye
fixations of various subjects for a given image can be visualised by a heat map, where the
most attentive regions are denoted with red colour (Figure 1.1).

(a) Original image. (b) Heat map.

Figure 1.1: Heat map is a visualisation of subjects’ eye fixations. Red colour represents the
most attentive regions of a given image2.

Between the fixations our eyes perform very quick saccadic movements (about 3 movements
per second) (Goldstein, 2010). Figure 1.2 represents an example of a saccadic trace.

1WANG, W. Visual Attention: What Attract You?, Institute of Digital Media, Peking University.
Available from: http://www.math.pku.edu.cn/teachers/yaoy/math112230/Lecture22_
WangW_VisualAttention.pptx.

2https://www.attentionwizard.com/

http://www.math.pku.edu.cn/teachers/yaoy/math112230/Lecture22_WangW_VisualAttention.pptx
http://www.math.pku.edu.cn/teachers/yaoy/math112230/Lecture22_WangW_VisualAttention.pptx
https://www.attentionwizard.com/
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(a) Original image. (b) Trace of saccades.

Figure 1.2: Trace of saccades of the human eye during an eye-tracking experiment (Yarbus,
1967).

Figure 1.3: William James, the father of psychology (1842 – 1910)3.

Despite what the father of psychology, William James (Figure 1.3), said in his book Prin-

ciples of Psychology in 1890 (James, 1918): "Everyone knows what attention is", attention
modelling is very difficult. Scientists have tried to create models of visual attention almost
25 years. The result of the models is a probability map of visual conspicuousness, so-called
saliency map (Borji – Itti, 2013) which predicts the position of regions that visually stand
out from their neighbourhood (Figure 1.4).

1.1 Motivation

A majority of computational models of visual attention have been estimated on static im-
agery. However, visual information obtained from the environment changes constantly, due
to which the modelling based just on static stimuli such as colour, contrast and orientation,
is not sufficient. Our aim is to extend a spatial attentional model with temporal information.
Resulting spatiotemporal model will include both, static as well as dynamic aspects of atten-

3http://psychology.about.com/od/profilesofmajorthinkers/p/jamesbio.htm

2

http://psychology.about.com/od/profilesofmajorthinkers/p/jamesbio.htm
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(a) Input image. (b) Saliency map.

Figure 1.4: Saliency map determines salient regions of a given image. Light parts of the map
represent the regions which probably attract our attention, whereas dark ones are unimpor-
tant1.

tion. Using the information from previous images it will model visual attention with better
results.

Visual attention includes the research in the following areas of study (Borji – Itti, 2013):

• psychology,

• neurophysiology,

• computer vision (computational modelling of visual attention).

Visual attention modelling has a wide range of applications.

Detecting salient objects can be applied in robotics. Performing tasks in an environment
requires the ability of selective focusing on relevant objects and separation the background.
Due to that the saliency extraction module is implemented in robots. An example of such
application is presented in (Scheier – Egner, 1997). Using saliency map robots may obtain
an active vision and shift their view on important parts of an environment (Vijayakumar
et al., 2001) (Figure 1.5). Salient objects can be used in robots as localisation cues in order
to orient and navigate themselves in the space in cases when GPS navigation may not be
applicable (Siagian – Itti, 2009).

Another field of usage is represented by surveillance systems. The SEARISE project called
Smart Eyes (Figure 1.6) is an active camera system that is able to track and zoom in on
salient objects with active binocular cameras (Endres et al., 2011). Searching for the security
relevant events is reduced to search salient objects only. Thus the camera system may analyse
an input stream in real-time4.

Saliency maps have also many different applications in computer vision and graphics in im-
age and video processing. (Stentiford, 2007) proposes a method of auto image cropping

using salient region detection (Figure 1.7(a)). (Marchesotti et al., 2009) uses saliency detec-
tion for automatic image thumbnailing (Figure 1.7(b)). Visual saliency is applied in context-

aware image resizing (Figure 1.7(c)) in (Achanta – Susstrunk, 2009). Resizing image ratios
may deform objects. Saliency map shows the prominent regions which ratios should be pre-
served. Detecting salient parts of an image is also used in image retargeting of large size

4http://www.fit.fraunhofer.de/en/fb/life/projects/searise.html

3

http://www.fit.fraunhofer.de/en/fb/life/projects/searise.html
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(a) Humanoid robot. (b) Peripheral view before, after and during a saccade.

Figure 1.5: A peripheral view of a humanoid robot. Red circles represent the robot’s actual
focusing (Vijayakumar et al., 2001).

(a) Smart Eyes. (b) Camera system is focused on a salient object in a red box.

Figure 1.6: Smart Eyes5, an active cognitive visual system, consists of a fixed camera for
global monitoring and two active binocular cameras that focus on salient objects6.

images to small size (Setlur et al., 2005). The proposed method preserves important ob-
jects by eliminating gaps among them (Figure 1.7(d)). Images and videos can be effectively
compressed according to visual saliency (Figure 1.7(e)). Salient regions are stored at higher
resolution than unimportant parts (Itti, 2004; Le Meur et al.). (Jacobson – Nguyen, 2011)
presents a saliency application in frame rate-up conversion (FRUC). Presented implementa-
tion of FRUC is useful in low frame rate videos. Using the algorithm, motion blur is reduced
for salient regions.

Visual attention models can be useful in medical imaging (Le Callet – Niebur, 2013). Un-
derstanding visual attention by reading medical images can automate pathology detection
and localisation process.

5BRUCE, N. Saliency: Applications in Vision, Image, Processing and Computer Graphics. CVPR 2013
Tutorial: A Crash Course on Visual Saliency Modeling: Behavioral Findings and Computational Models.
Available from: http://ilab.usc.edu/borji/cvpr2013/SalApplicationsF.pdf.

6Smart Eyes: Detection of Salient Events, Fraunhofer Institute for Applied Information Technology. Avail-
able from: http://psychology.about.com/od/profilesofmajorthinkers/p/jamesbio.
htm.

4

http://ilab.usc.edu/borji/cvpr2013/SalApplicationsF.pdf
http://psychology.about.com/od/profilesofmajorthinkers/p/jamesbio.htm
http://psychology.about.com/od/profilesofmajorthinkers/p/jamesbio.htm
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(a) Image cropping. (b) Image thumbnailing. (c) Context-aware image resizing.

(d) Image retargeting. (e) Image and video compression.

Figure 1.7: Applications of visual attention in image and video processing (Stentiford, 2007;
Marchesotti et al., 2009; Achanta – Susstrunk, 2009; Setlur et al., 2005; Le Meur et al.).

Advertisement and design can better conform to customers with the help of visual attention
model as shown in Figure 1.87.

(a) The most attentive part is a baby’s face. (b) The most attentive part is the place where a
baby is looking at.

Figure 1.8: Changing the baby’s gaze influences reader’s visual attention for the advertise-
ment7.

1.2 Requirements

We decided to create a spatiotemporal model of human visual attention. The model predicts
visual attention for input images or video sequences. It creates saliency maps using static
and temporal stimuli of attention and estimates the most probable candidates of eye fixations.
Our model compares eye fixations data with our prediction.

7http://www.o-psani.cz/2011/06/co-upouta-pozornost-ctenare.html

5

http://www.o-psani.cz/2011/06/co-upouta-pozornost-ctenare.html
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Our attentional model has to satisfy the following requirements:

• identify static stimuli of visual attention of a scene,

• identify static and dynamic effects of visual attention for a video sequence,

• create a spatiotemporal saliency map,

• predict salient regions and positions of eye fixations for image and video datasets.

6



Chapter 2

Attention and Scene Perception

The human brain receives from the environment the large amount of sensorial data every
second. It is physically impossible to pay attention to all stimuli at once. Attention is a set
of selection mechanisms in the brain which enables to select specific aspects of the environ-
ment. The primary aim of attention of all living beings is to alert of impending danger and
help survive (Mancas, 2007; Wolfe, 2009).

The main features of attention are:

• Selection: We focus on several aspects of the environment while ignoring others.

• Limitation: The rate of sensorial information processing of the brain is limited.

In this chapter, we focus on the basic principles of human visual attention that selects incom-
ing visual data.

2.1 Visual System

Vision is our most important sense. Human visual system (HVS), which processes visual
information, consists of various subsystems for identifying contrast, shape, depth, colour
and other visual properties (Dobeš, 2005). Information obtained from left and right visual
field is led into the visual cortex (Figure 2.1).

Visual data processing starts when light enters the eye through the small hole in the iris called
the pupil (Feldman, 2012; Goldstein, 2010; Ciccarelli – White, 2008). The iris can adjust the
amount of incoming light by changing the pupil size. The eyeball is covered by the cornea

and reflects the light.

The lens behind the pupil focuses the light into a single point on the retina, so-called fovea.
The retina contains light-sensitive photoreceptors called cones and rods. Cones concentrated
mainly on fovea are responsible for colour vision and sensitive for details, whereas rods are
more sensitive to light and enable us to see under low light conditions.

Figure 2.2 represents the structure of the human eye.

When light reaches the retina, it is converted into electrical signals within the ganglion neu-

rons and sent through the optic nerve into the brain.
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Figure 2.1: Overview of human visual system (Goldstein, 2010).

Figure 2.2: Structure of the human eye (Goldstein, 2010).

The receptive field is an area that influences of a neuron. The structure of retinal ganglion
receptive fields is called centre-surround. A group of ganglions which are excited when light
hits their centre and inhibited when it hits the surroundings are called on-centre cells. On the
other hand, off-centre cells have the excitatory and inhibitory in reverse order (Dobeš, 2005).

Left and right optic nerve cross at a place called the optic chiasm (Figure 2.3). The signal
from both optic nerves is further transmitted to the opposite side of the brain.

Figure 2.3: Structure of the human brain (Goldstein, 2010).

About 10% of the fibres of the optic nerve are received by a brain area called the superior

colliculus (SC), which uses visual information to control eye movements. The primary aim

8
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of SC is to direct the eyes onto the important parts of the surroundings (Mancas, 2007).

Visual information passes through the lateral geniculate nucleus (LGN) in the thalamus. The
LGN structure contains M (magno) and P (parvo) cells. Bigger M cells are sensitive to big
objects and a quick change in stimulus, whereas smaller P cells are sensitive to colour and
details (Dobeš, 2005).

The information travels to the visual (striate) cortex, mainly to the primary visual cortex

called V1 (Figure 2.4). Further visual processing is performed for example, in V2 responsible
for contour detection, V4 sensitive to colour and responsible for shape detection and finally
MT (V5) responsible for motion processing.

Figure 2.4: Structure of the macaque visual cortex (Dobeš, 2005).

2.2 Visual Attention

Visual attention is a process of selection visual information from the environment (Goldstein,
2008).

Attention may be overt and covert. Overt attention refers to the attention focus when the
fovea is directed toward a stimulus. Covert attention is scanning a scene in the peripheral
vision without any eye movement (Borji – Itti, 2013; Mancas, 2007).

Attention helps us to decide where to move our eyes and which parts of a scene should be
deeper processed.

We distinguish different eye behaviours (Holmqvist et al., 2011; Mancas, 2007):

1. Fixation: The pause in a movement when eyes are fixated to the specific position and
remain still is called fixation. During the fixation, visual information is taken from the
environment. It lasts 200 – 300 msec. However, eyes are not completely still, but they
perform micro-movements such as tremor, microsaccades and drifts.

2. Saccade: Saccade is a quick movement from one fixation to another. It is the fastest
movement the body can produce. We make approximately 3 saccades per second
that last only 30 – 80 msec. An example of a sequence of saccadic movements is
represented by Figure 2.5.

9
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3. Smooth pursuit: Our eyes perform a movement called smooth pursuit when we follow
a moving object voluntary.

Figure 2.5: Sequence of saccadic movements. Yellow dots denote fixations and red lines
represent saccadic paths (Goldstein, 2010).

There are several types of visual attention1. Location-based attention selects stimulus ac-
cording their location. Feature-based attention is based on directing the gaze to a specific
visual feature such as colour or movement. Object-based attention is focused on an object
that is defined by multiple visual features at a specific location.

There are various factors that influence our attention. We can divide them into two main
categories (Borji – Itti, 2013):

• stimulus-driven bottom-up factors

• and goal-driven top-down factors.

Perception is a process of assigning the meaning to the incoming information which occurs
after bottom-up and top-down processing (Feldman, 2012). These two processing mecha-
nisms do not work separately, but they interact with each other.

2.2.1 Bottom-up Attention

Attention driven exogenously is called bottom-up (stimulus-driven) attention. It is invol-
untary, rapid and unconscious attention based on visual characteristics of a scene which
automatically draw our attention (Goldstein, 2008)2.

Bottom-up attention is related to the term saliency. Saliency is the vividness of a stimulus
which stands out relatively from its neighbours. Typical bottom-up features involve colour,
contrast, orientation, texture and movement (Wolfe, 2009).

1WANG, W. Visual Attention: What Attract You?, Institute of Digital Media, Peking University.
Available from: http://www.math.pku.edu.cn/teachers/yaoy/math112230/Lecture22_
WangW_VisualAttention.pptx.

2LE MEUR, O. Selective visual attention: from experiments to computational models, Psychologie de
la cognition, University of Paris. Available from: http://people.irisa.fr/Olivier.Le_Meur/
teaching/visualattention.pdf.

10
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Figure 2.6 presents examples of visual saliency3. The most salient item in Figure 2.6(a)
is the red bar due to its unique colour. Different orientation determines the vertical bar in
Figure 2.6(b) as the most salient object. In contrast, an object with the highest saliency in
Figure 2.6(c) does not stand out due to its single unique visual feature. Its saliency is much
lower than previous salient objects, due to which it is searched after scanning the image.
The most salient object, the only red and vertical bar, is unique by the combination of two
features.

(a) Unique colour. (b) Unique orientation. (c) Unique combination of colour
and orientation.

Figure 2.6: Examples of visual saliency3.

Perception starts with bottom-up processing based on incoming visual data which are sent
to the brain for interpretation (Goldstein, 2010). The mechanism analyses individual stimuli
and combines them to objects to build up a complete perception (King, 2010; Ciccarelli –
White, 2008).

2.2.2 Top-down Attention

Top-down (goal-driven) attention driven endogenously is guided by prior knowledge, experi-
ences, expectations, tasks or goals. Contrary to the bottom-up approach, top-down attention
related to our memory is much slower, voluntary and conscious (Goldstein, 2008)2.

Top-down factors influence attention and modify scanning of a scene. A Russian psy-
chologist Alfred Lukyanovich Yarbus did a research how tasks and questions about an im-
age change eye motion pattern (Yarbus, 1967). The results of the research are shown in
Figure 2.7. First, observers view an image (Figure 2.7(a)) in task-independent way (Fig-
ure 2.7(b)). Figures 2.7(c), 2.7(d), 2.7(e) and 2.7(f) present the dependency between atten-
tion and a given task – each task strongly influences a trace of observer’s saccades.

Top-down processing modifies the perception using prior knowledge, expectations or our
needs and adds sense to incoming information. It organises individual features processed by
bottom-up attention to a coherent whole and fill in missing information from our memory
(Goldstein, 2010; King, 2010; Ciccarelli – White, 2008).

Cooperation of bottom-up and top-down processing is shown in Figure 2.8. First, in bottom-
up processing basic visual features of incoming data are analysed and then after top-down

3ITTI, L. Visual salience. Scholarpedia, 2(9):3327, 2007. Available from: http://www.

scholarpedia.org/article/Visual_salience.

11
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(a) Image used in experiment. (b) Free exploration. (c) Estimate material conditions of
the family.

(d) Estimate family age. (e) Remember the family mem-
bers’ clothes.

(f) Remember the positions of
family members and objects.

Figure 2.7: Eye tracking experiment. Observers view a given image within various tasks
(Yarbus, 1967).

processing using a previous knowledge a moth on a tree is identified.

Figure 2.8: Perception involves bottom-up and top-down processing. Within bottom-up
processing basic features of incoming data are analysed. After top-down processing a moth
on a tree is recognised using a prior knowledge (Goldstein, 2010).

2.3 Motion Perception

Since we live in a dynamic world, objects and observers can move, motion processing plays a
key role in visual attention. The ability of motion processing is essential for survival of many
living organisms. Motion analysis helps us to understand complex actions that constantly
happen around us.

12
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Stimuli with motion effects can be divided into the following groups:

1. real motion of moving objects such as walking people and driving cars,

2. illusory motion of objects creating the illusion of motion that do not really move:

(a) apparent motion of stationary objects flashing at slightly different locations that
create an illusion of a single moving object, for example in cinema projection,

(b) induced motion of stationary objects in the surroundings of a moving object,

(c) motion aftereffect of a stationary image after viewing a moving object for a time,
for example the spiral aftereffect or the waterfall illusion.

According to Gibson’s approach described in (Gibson, 1950), information about the move-
ment in the environment is provided by the optic array. It is the structured pattern of light
formed from textures, surfaces and contours of objects. A movement in a scene results in a
disturbance of the optic array called optical flow. Optical flow may be defined as the move-
ment of elements relative to an observer.

A movement that an observer perceives may occur in the following situations (Goldstein,
2010):

1. an observer is moving (Figure 2.9(a)),

2. an observer is stationary and an object in a scene is moving (Figure 2.9(b)),

3. a moving object is followed by observer’s eyes (Figure 2.9(c)).

(a) Moving observer in the stationary scene. (b) Stationary observer with a moving person.

(c) Moving person followed by observer’s eyes.

Figure 2.9: Motion perception through the changes of optic array. A moving observer causes
a global optical flow and a moving object in a scene results in a local optical flow. (Goldstein,
2010)

The presence of a global optical flow indicates that an observer is moving (Figure 2.9(a)).
The position where an observer directs the gaze is the only place without the flow called
the focus of extension. Optical flow is gradual – the magnitude of the flow increases from
the focus towards the observer. The direction of optical flow is opposite to the observer’s
movement. If an observer moves to a target point, the flow comes from the target. On
the other hand, if an observer moves away from the target, the flow directs to the point
(Figure 2.10) (Goldstein, 2010).
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Figure 2.10: Optic array of a scene seen through a front window of a moving car. Global
optical flow indicates that an observer is moving. The flow directs and increases towards the
observer. A white dot represents the focus of extension (Goldstein, 2010).

Figure 2.9(b) and Figure 2.9(c) represent situations when a moving object is observed. The
movement relative to the scene produces a local optical flow.

(Newsome et al., 1989) presents a research of motion perception conducted on monkeys.
Trained monkeys reported the direction of motion in a moving dots display. In the display, a
coherence of dots, representing the degree of movement in the same direction, was varying
(Figure 2.11). The goal of this study was to determine the relationship between the report
of the direction of motion and the response of MT neurons in the cortex. As the correlation
of moving dots increased, the correctness of judgment about the direction increased and the
neurons fired more rapidly.

(a) 0% coherence. (b) 50% coherence. (c) 100% coherence.

Figure 2.11: Moving dots displays. In higher correlated displays MT neurons fired more
quickly and the report of the direction of motion was more accurately (Goldstein, 2010).

An explanation of motion perception during an eye movement provides the corollary dis-
charge theory described in (Von Holst, 1954). Eye muscles are controlled by motor signals

(MS) sent from the brain to move the eyes. Subsequently, the command is copied to the
corollary discharge signal (CDS) and transmitted to the brain for the further comparison
with another neural signal called the image displacement signal (IDS). IDS is generated by
the retinal receptors when an image is moved across the retina. Motion perception occurs if
just one type of neural signal is received.

In case of stationary eyes (Figure 2.9(b)), an object moved across the retina activates only
an IDS (Figure 2.12(a)). If eyes follow a moving stimulus (Figure 2.9(c)), only a CDS
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(a) Stationary eyes and a moving
object.

(b) Moving eyes and a moving ob-
ject.

(c) Moving eyes and a stationary
scene.

Figure 2.12: IDS and CDS are compared to perceive motion according to the corollary
discharge theory. Motion perception occurs when only one type is present (Goldstein, 2010).

is received as a copy of motor signals (Figure 2.12(b)). CDS and IDS are simultaneously
transmitted to the brain (Figure 2.12(c)), when a stationary scene is scanned by an observer
(Figure 2.9(a)). In this situation, signals cancel each other and no motion is perceived.
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Chapter 3

Related Work

In recent decades scientists have studied mechanisms of human attention to determine re-
gions of interest from the huge amount of visual information. In general, there are two ways
of selecting the regions which attract visual attention (Mancas, 2007):

1. Measuring attention: track eye movements (Figure 3.1), investigate brain activity and
study human behaviour.

2. Computing attention: create an algorithm that predicts salient regions in images or
video sequences.

Figure 3.1: Mobile eye tracker by Tobii1.

In this chapter we focus on the state-of-the-art in visual attention modelling.

There are many factors for division of attention models (Borji – Itti, 2013).

According to the type of processing, we divide the models on bottom-up, top-down and those
that combine both processes. The majority of them models bottom-up attention. The result
of such models is a saliency map (Figure 3.2) which is a topographic representation of visual
saliency of a scene.

Most attention models use only spatial visual information to create a saliency map. Dy-
namics and constant changes of a real-world environment indicate the requirement to model
spatiotemporal effects of attention. In order to append temporal information to attention
models and predict the attention from videos, we can use dynamic stimuli such as motion
contrast or implement learning processes in attention.

According to the attention type, models may be feature-based, space-based or object-based.

1http://www.tobii.com/en/eye-tracking-research/global/products/

hardware/tobii-glasses-eye-tracker

http://www.tobii.com/en/eye-tracking-research/global/products/hardware/tobii-glasses-eye-tracker
http://www.tobii.com/en/eye-tracking-research/global/products/hardware/tobii-glasses-eye-tracker
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Figure 3.2: General process of bottom-up attention model2.

The major categories of attention models together with their essential description are listed
in Table 3.1 (Borji – Itti, 2013; Filipe – Alexandre, 2013).

Table 3.1: Overview of attention models.
Model Description
hierarchical (cognitive) hierarchical decomposing of features
Bayesian combination of saliency and prior knowledge
decision theoretic discriminant saliency theory
information theoretic maximisation of information from a given environment
graphical graph-based computations of saliency
spectral analysis saliency computation in the frequency domain
pattern classification machine learning from salient patterns
reinforcement learning maximisation of a gained cumulative reward

3.1 Hierarchical Models

Hierarchical (cognitive) models are biologically inspired models based on hierarchical de-

composition of visual features using Gaussian, Fourier or wavelet decomposition (Le Meur
– Le Callet, 2009).

These models are inspired by Feature Integration Theory (FIT) (Treisman – Gelade, 1980)
which presents visual information as a set of individual feature maps. In early and parallel
pre-attentive processing a scene is analysed to identify individual features. Within the sec-
ond, focused attention phase various features are combined and integrated to perceive whole
objects. According to the theory, attention is responsible for the object perception instead of
the perception of individual features.

FIT became a basis of the first theoretical biologically based attention model presented in
(Koch – Ullman, 1985) in 1985 (Figure 3.3). First, elementary features such as colour,
orientation and direction are extracted in parallel in order to create multidimensional topo-
graphical feature maps at different scales, called the early representation. Locations that
differ mostly from their neighbourhoods are considered as the most conspicuous. Feature
maps are finally combined and fused into a single saliency map. In order to determine the
most salient location in a visual scene, a so-called Winner-Take-All (WTA) neural network is
used. The properties of the winning location are transferred into the central representation.

2NIEBUR, E. Saliency map. Scholarpedia, 2(8):2675, 2007. Available from: http://www.

scholarpedia.org/article/Saliency_map.
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The WTA mechanism transforms input units of the saliency map by the following equation:

yi =

{
0 if xi < maxj(xj),

f(xi) if xi = maxj(xj),
(3.1)

where xi is an input unit of the saliency map at the location i, yi is an output unit and f is
the function which maps an input to a non-zero output.

Figure 3.3: General overview of the attention model (Koch – Ullman, 1985).

The WTA mechanism shifts to the next most salient location by inhibiting the winning loca-
tion. This process is called the inhibition of return. Shifting to the next location is influenced
by the proximity and the similarity to the previous location.

One of the most known bottom-up saliency model based on the previous model is presented
in (Itti et al., 1998). Figure 3.4 illustrates the architecture of the proposed model.

This model extracts the following visual features: colour, intensity and orientation. After
the creation of the intensity image defined as I = (r + g + b)/3, red (r), green (g) and blue
(b) colour channels are normalised by I .

The model creates Gaussian pyramids for red R(σ), green G(σ), blue B(σ), yellow Y (σ),
intensity I(σ) channel and local orientations O(σ, θ), where a pyramid level σ ranges from 0
to 8 and an orientation θ ∈ {0o, 45o, 90o, 135o}.

Colour channels of each pixel in the pyramid are defined by the following forms:

R = r − (g + b)/2, (3.2)

G = g − (r + b)/2, (3.3)

B = b− (r + g)/2, (3.4)

Y = (r + g)/2− |r − g|/2− b. (3.5)
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Figure 3.4: The architecture of Itti’s attention model (Itti et al., 1998).

As mentioned in Section 2.1 the structure of ganglion neurons is characterised by center-

surround. This model achieves center-surround operations as the difference between finer
scales of Gaussian pyramid representing the center and coarser scales representing the sur-
roundings. Gaussian pyramid is a set of images at multiple scales, where an input image is
iteratively downsampled and smoothed by Gaussian filter (Bradski – Kaehler, 2008). Scales
at the center c ranges from value 2 to 4. Scales in the surround are defined as s = c + δ,
where δ ∈ {3, 4}. Difference of Gaussian is implemented by interpolation and point-to-point
subtraction.

Using center-surround operations denoted as Θ, visual features are computed. The model
creates totally 42 different feature maps: 6 maps for intensity, 12 for colours and 24 for
orientation.

In order to determine the intensity contrast, intensity maps are computed by the equation:

I(c, s) = I(c) Θ I(s). (3.6)

According to the Opponent-Process Theory of Colour Vision (Hering, 1920), human colour
vision is a response of opponent colour channels. Colour stimuli are recombined and the
colour perception is a result of two opponent-colour mechanisms: red-green (RG) and blue-

yellow (BY ). This algorithm models the colour opponency by the following colour maps:

RG(c, s) = |(R(c)−G(c)) Θ (G(s)−R(s))|, (3.7)

BY (c, s) = |(B(c)− Y (c)) Θ (Y (s)− B(s))|. (3.8)

In order to obtain the characteristics of texture and local orientation, the image is filtered
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using a linear 2D Gabor kernel. The filter is created by multiplying Gaussian function with
sinusoid at different orientations θ. Image convolved with this kernel is a base of a pyramid
O which is used to obtain a last conspicuous map:

O(c, s, θ) = |O(c, θ) Θ O(s, θ)|. (3.9)

Each computed map is normalised and multiplied by (M −m)2, where M is a global maxi-
mum and m is an average of local maxima.

The next step consists of across-scale combination of all feature maps into 3 conspicuous

maps for intensity I , colour C and orientation O which are normalised again.

Finally, these conspicuous maps are fused into a single saliency map S:

S =
1

3

(
N(I) +N(C) +N(O)

)
, (3.10)

where N represents the map normalisation.

Figure 3.5: Input image is decomposed into several feature maps fused into 3 conspicuous
maps for intensity, colour and orientation. The maps are finally combined into a single
saliency map (Itti et al., 1998).

The most salient location is determined by the WTA network and shifts to the next salient
locations are performed using the inhibition of return described in (Koch – Ullman, 1985).

A spatiotemporal extension of (Itti et al., 1998) is defined in (Itti et al., 2004). Dynamic
changes between consequent video frames are expressed in two additional types of Gaussian
pyramids.

The first dynamic pyramid called flicker (Ft) is the absolute difference between the intensity
of the current frame and the previous frame.

Next, the motion Gaussian pyramid is computed from spatially-shifted differences of orien-
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tation pyramid layers between consequent frames t− 1 and t as follows:

Rt(σ, θ) = |Ot(σ, θ) ∗ St−1(σ, θ)−Ot−1(σ, θ) ∗ St(σ, θ)| , (3.11)

where St(σ, θ) is Ot(σ, θ) shifted by one pixel in the direction orthogonal to the Gabor ori-
entation θ and ∗ denotes an element-wise multiplication.

Dynamic feature maps are produced equivalently to the static maps:

Ft(c, s) = |Ft(c) Θ Ft(s)| , (3.12)

Rt(c, s, θ) = |Rt(c, θ) Θ Rt(s, θ)| . (3.13)

In conclusion, static and dynamic feature maps are fused into a spatiotemporal saliency map.

Another spatiotemporal model mentioned in (Rudoy et al., 2013) searches for motion candi-
dates of eye fixations using optical flow. The model represents video frames by the optical
flow magnitude. Regions with local motion are then detected through the difference in a
Gaussian pyramid.

(Borji et al., 2011) introduced a top-down hierarchical model working with the same visual
features as in (Itti et al., 1998). Bottom-up attention is modelled with center-surround differ-
ences in each scale of Gaussian pyramids separately instead of DoG. The surround inhibition
compares the similarity of a center pixel with the average of its local surround window.

Top-down extension of this model modulates a fusion of features maps into a saliency map
by learned weights associated to scales, dimensions and feature channels. Top-down weights
are learned in the evolutionary process using a training set of images with objects of interest.
The goal of this optimisation problem is to find a weight vector with the maximum detection
rate of objects of interest and the minimum processing cost.

3.2 Bayesian Models

Bayesian models are probabilistic frameworks which combine bottom-up saliency with the
effects of prior visual experience (Le Meur – Le Callet, 2009). When we search target
features, top-down factors influences the attention. Impact of top-down attention is modelled
using Bayes’ rule.

Bayes’ theorem is a probability function which converts the prior probability into the poste-
rior probability by the following form (Murty – Devi, 2011):

P (B | A) =
P (A | B)P (B)

P (A)
, (3.14)

where P (A | B) is the conditional probability, P (A) and P (B) denote the prior probabili-

ties and P (B | A) represents the posterior probability.

Bayesian framework defined in (Oliva et al., 2003) characterises a local bottom-up saliency
as:

S(x) =
1

p(vl(x))
, (3.15)
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where vl is a feature vector with 48 dimensions describing the local structure created by hier-
archical center-surround differences. Saliency of a given location increases with decreasing
likelihood of finding a set of visual features in an image.

However, Equation 3.15 is not sufficient in case of searching of a target object based on
our past experiences. In order to model a top-down mechanism of the visual searching the
probability of object o at the location x has to be defined using Bayes’ rule as the followings:

p(o, x | vl, vc) =
p(vl | o, x, vc)

p(vl | vc)
p(o, x | vc), (3.16)

where p(vl | o, x, vc) is the object likelihood, p(vl | vc) is the local saliency and p(o, x | vc)
is the contextual prior probability. vc is a conceptual vector which describes the structure of
a whole image. Global context is represented by dimension reduction of local features using
Principal Component Analysis (PCA) algorithm.

Saliency influenced by past knowledge can be defined by the following form:

Sc(x) =
p(o, x | vc)

p(vl | vc)
= S(x)p(o, x | vc). (3.17)

Attention integrates a local saliency with the contextual prior probability as shown in Fig-
ure 3.6.

Figure 3.6: Attention as a combination of a local saliency with the context information (Oliva
et al., 2003).

(Zhang et al., 2008) proposed a Bayesian framework called SUN (Saliency Using Natural
statistics) which takes into account searching of target’s features. Let C denote whether or
not a point belongs to a target class, Z an image pixel, L the pixel location and F the visual
features of a given point. SUN defines the saliency of a point z with the features fz at the
location lz as:

sz = p(C = 1|F = fz, L = lz). (3.18)

If features and locations are independent and conditionally independent for C = 1, Equa-
tion 3.18 can be rewritten in the following form:

log sz = − log p(F = fz) + log p(F = fz | C = 1) + log(C = 1 | L = lz), (3.19)

where − log p(F = fz) is called the self-information and it is independent of target’s fea-
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tures. It describes bottom-up saliency and measures the rareness of a feature. The rest of
the equation depends on a target (top-down saliency). The term log p(F = fz | C = 1) is a
log-likelihood which increases with the consistence of features with prior knowledge of the
target. The last term, log(C = 1 | L = lz), denotes the location prior depending on prior
knowledge of the target’s location.

A spatiotemporal Bayesian model in (Itti – Baldi, 2005) defines saliency as surprise that
significantly changes prior beliefs of an observer. Surprise is measured by the Kullback-

Leibler (KL) divergence between prior and posterior beliefs:

dKL = KL(p(M | X), p(M)) =

∫

M

p(M | X) log
p(M | X)

p(M)
dM, (3.20)

where M denotes a prior knowledge and X is a new data observation. The surprise metric is
applied both over space and time.

3.3 Decision Theoretic Models

Decision-theoretic models are based on the theory known as discriminant saliency that all
saliency decisions are optimal in a decision-theoretic sense. Saliency is considered as the
selection of optimal attributes that most distinguish a visual class of interest from the other
classes.

The theory was first proposed for top-down saliency processing in (Gao – Vasconcelos,
2004). The discriminant feature selection is modelled by maximising the mutual information
between a set of features and class labels.

The theory defines two different classes of stimuli (Gao – Vasconcelos, 2009):

1. a null hypothesis composed of non-salient background stimuli,

2. stimuli of interest composed of visual features distinguishing the foreground from the
null hypothesis.

Decision-theoretic models classify the locations of stimuli of interest as salient with the
lowest expected misclassification error probability.

(Gao et al., 2008) extends the model and combines the discriminant theory with center-
surround differences of hierarchical bottom-up saliency for intensity, colour and orientation
presented in (Itti et al., 1998).

Let X = {X1, ..., Xd} be a feature vector and Y a class label. Y = 1 represents the center
and Y = 0 is its surround region. Then the saliency detection at location l corresponds to
the computation of the mutual information I between the center and the surround defined
as (Gao – Vasconcelos, 2009; Gao et al., 2008):

S(l) = Il(X, Y ) =
d∑

i=1

Il(Xi, Y ). (3.21)

The general process of the discriminant center-surround theory based saliency model is in-
cluded in Figure 3.7.
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Figure 3.7: Discriminant saliency model (Gao et al., 2008).

3.4 Information Theoretic Models

Information-theoretic models are based on the theory which assumes that saliency results in
the maximum information sampled from a given environment (Bruce, 2008).

(Bruce – Tsotsos, 2005) introduced the AIM (Attention based on Information Maximiza-
tion) model measuring the information content of each image patch using a self-information
defined as − log p(X), where X is a feature vector.

Let a patch size be W ×H , the probability density function (pdf) p(X) of a RGB patch then
requires an estimate in W ×H × 3 dimensional space. In order to reduce the dimensionality
of this problem, Independent Component Analysis (ICA) algorithm is implemented. ICA
projects features representing a local neighbourhood into a space whose dimensions are as
independent as possible. Instead of a high-dimensional pdf, ICA allows to estimate only
W ×H × 3 1D probability density functions.

ICA is performed on a large sample of image patches from natural scenes.

It considers a patch as a linear combination of basis filters. If the mutual independence of
ICA coefficients wi is assumed, the pdf of an n-dimensional vector w can be computed as:

p(w1 = v1, w2 = v2, ..., wn = vn) =
n∏

i=1

p(wi = vi). (3.22)

The product of all probability density functions of a local image region leads to a joint
likelihood that is easily converted to the self-information (Figure 3.8) (Bruce, 2008).
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Figure 3.8: AIM model (Bruce – Tsotsos, 2007).

3.5 Graphical Models

Graphical models use graph-based computations to create a saliency map. Such models are
probabilistic frameworks represented by a graph whose nodes present a set of variables and
edges their probabilistic dependencies. An eye movement sequence treated as a time-ordered
sequence is modelled using various methods such as Markov Models, Conditional Random

Fields and Dynamic Bayesian Networks (Murty – Devi, 2011; Borji – Itti, 2013).

(Salah et al., 2002) designed an attention graphical model for handwritten digit and face
recognition. The model consists of three basic steps.

In the first step called Attentive Level it constructs a bottom-up saliency map as a product of
multiple feature maps.

The next step, Intermediate Level, simulates a sequence of saccades which connect eye fix-
ations. The information about the sequence is extracted by dividing the image space into
uniform regions and supervised training single-layer perceptrons over each region.

In the last Associative Level the quantised information is combined with a discrete observable

Markov model (OMM) whose states denote regions with eye fixations.

Let S is a set of n distinct states and qt a state at time t. The probability of an observation
sequence O = {q1q2...qT} depending on previous states is defined as (Alpaydin, 2010):

P (qt+1 = Sj | qt = Si, qt−1 = Sk, ...). (3.23)
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In the first-order Markov model, where the state at time t+ 1 depends only on the state at t,
the probability of O is computed by the following form (Murty – Devi, 2011):

P (O, S | λ) = πs1bs1(O1)Π
n
i=2asi−1sibsi(Oi), (3.24)

where Oi is the ith observation symbol of the sequence O and λ = {πi, aij, bj(k)} defines
the parameters of the model:

• the initial state probability πi: the probability of starting in state i,

• the state transition probability aij: the probability of transition from state i to state j,

• the observation probability bj(k): the probability of observing symbol k in the state j.

An observation sequence is classified to the class with the highest observation probability.

Shifting the focus to the next location is performed in (Salah et al., 2002) using the inhibition
of return.

(Harel et al., 2006) introduced a bottom-up saliency model – Graph-Based Visual Saliency

(GBVS). The extraction of intensity, colour and orientation feature maps is based on the
hierarchical pyramid approach similar to (Itti et al., 1998).

Then a graph-based representation of a feature map is formed. The dissimilarity between
two positions of a feature map (i, j) and (p, q) in a logarithmic scale is defined as:

d((i, j)‖(p, q)) =

∣∣∣∣log
M(i, j)

M(p, q)

∣∣∣∣ , (3.25)

where M(x, y) is a feature value at the location (x, y).

The directed edge weight from node (i, j) to (p, q) is proportional to their mutual dissimilar-
ity and their distance in M :

w((i, j), (p, q)) = d((i, j)‖(p, q))F (i− p, j − q), (3.26)

where the distance F (a, b) = exp
(
−a2+b2

2σ2

)
.

After the normalisation of the outbound edges to 1 for each graph node, a Markov chain

is defined on the graph whose nodes are treated as states and edge weights as transition
probabilities.

The equilibrium distribution, reflecting the fraction of time spending at each state of this
chain, is treated as activation and saliency map values. Normalised activation maps are
finally combined into a single saliency map.

3.6 Spectral Analysis Models

Spectral analysis models process images in the frequency domain for example using Fast

Fourier Transform instead of the spatial domain.

A spectral analysis model based on the spectral residual was proposed in (Hou – Zhang,
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2007). The model adopts the idea that the visual information is the summation of two parts:

H(image) = H(innovation) +H(prior knowledge), (3.27)

where H(innovation) denotes the novelty part and H(prior knowledge) is the redundant
part of the information.

In order to express the novelty part of the information, a down-sampled input image I(x)
(width of 64px) is transformed into the spectrum by the Fourier Transform F and its ampli-
tude A(f) and phase P(f) are derived:

A(f) = abs(F(x)), (3.28)

P(f) = angle(F(x)). (3.29)

Consequently, the log spectrum representation L(f) is computed:

L(f) = log(A(f)). (3.30)

The spectral residualR(f), containing the innovation of an image, is obtained as the differ-
ence between the original and smoothed version of the log spectrum (Figure 3.9):

R(f) = L(f)− hn(f) ∗ L(f), (3.31)

where hn(f) is an n× n average filter.

(a) Log spectrum. (b) Smoothed log spectrum. (c) Spectral residual.

Figure 3.9: Spectral residual, the difference between the original and smoothed log spectrum
(Loy et al., 2012).

The final saliency map is built in the spatial domain using the Inverse Fourier Transform F−1

and smoothed with a Gaussian filter g(x):

S(x) = g(x) ∗ F−1[exp(R(f) + P(f))]2. (3.32)

(Loy et al., 2012) uses the similar spectral residual approach to detect salient motion. Using
the optical flow algorithm, an image is represented by flow magnitude and phase fields.
Magnitude and orientation are separately processed to obtain spectral residual based saliency
maps that are finally combined into a single motion saliency map as shown in Figure 3.10.

Another spectral model called HFT is proposed by (Li et al., 2013). Instead of a single
feature, it computes saliency using three features, similarly to (Itti et al., 1998): intensity,
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Figure 3.10: Motion saliency model (Loy et al., 2012).

RG and BY colour pairs. Hence, it analyses the spectrum using Hypercomplex Fourier

Transform (HFT) whose input is a hypercomplex matrix of vectors instead of a real matrix.
Each element of the matrix is defined as follows:

f(m,n) = w1fM + w2fIi+ w3fRGj + w4fBY k, (3.33)

where fI , fRG and fBY are static feature maps and fM is an optional motion map. Equa-
tion 3.33 is derived from a quaternion definition q = a+ bi+ cj + dk, where a, b, c, d ∈ R

and i2 = j2 = k2 = ijk = −1. After the performing of HFT the amplitude spectrum is
smoothed with series of Gaussian kernels. Performing the inverse HFT we obtain saliency
maps at multiple scales.

3.7 Pattern Classification Models

Pattern classification models use supervised machine learning algorithms to learn visual
attention from eye-tracking data or labelled salient regions. These models may cover bottom-
up and top-down attention too (Borji – Itti, 2013).

(Kienzle et al., 2009) proposed a learning saliency model that is trained on recorded eye
tracking data. In order to classify the saliency of image patches, the model uses the Support

Vector Machine (SVM) algorithm. SVM is learned on a training data set of patches described
by the local intensities. The patches corresponding to eye fixations are labelled as target and
the patches produced from the same eye tracking data but applied on different images as
non-target.

A model in (Judd et al., 2009) also uses the SVM classifier for attention prediction. A training
dataset consists of feature vectors from fixations and random locations. The model combines
low-level features such as center-surround based intensity, colour and orientation maps, mid-
level features including a horizon line detector, high-level features including people and face
detectors and the distance to the center.
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3.8 Reinforcement Learning Models

Reinforcement learning models predict visual saliency using the reinforcement learning al-
gorithm (Filipe – Alexandre, 2013).

In the reinforcement learning (RL) inspired by behaviourist psychology, an agent takes ac-
tions in an environment that change its actual state and receives reward or penalty. The aim of
the algorithm is to learn the best sequence of agent’s actions that maximises the cumulative

reward (Alpaydin, 2010).

Figure 3.11: Reinforcement learning (Jodogne – Piater, 2007).

(Jodogne – Piater, 2007) introduced a learning model based on the RL known as Reinforce-

ment Learning of Visual Classes (RLVC). RLVC consists of two processes. RL unit learns
an optimal mapping from visual classes to actions and an image classifier iteratively learns
to partition the feature space of an image into a set of distinct visual classes according the
presence or the absence of informative visual features (Figure 3.11).

At the beginning of splitting the feature space, there is only one visual class. The agent
selects iteratively for each detected class a new distinctive feature and the classifier is refined
using the descriptor.

3.9 Other Models

This section contains examples of saliency models that do not fit into the previous categories.

The authors in (Goferman et al., 2012) define a context-aware saliency (CAS) based on four
principles of visual attention:

1. local low-level considerations including distinctive colour and contrast,

2. global rarity considerations which suppress frequent visual features,

3. visual organisational rules according to which salient pixels are grouped together,

4. and high-level factors, such as recognised objects and human faces.

A temporal attention model introduced in (Zhai – Shah, 2006) is based on geometric trans-
formations between consequent frames of a video sequence. First, the Scale Invariant Fea-

ture Transformation (SIFT) is accomplished to extract keypoints and describe their local
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neighbourhood in images. This descriptor computes a scale- and rotation-invariant 128-
dimensional vector formed from a local histogram of oriented gradients (Lowe, 2004). After
that, the model matches corresponding points between consequent frames.

Temporal saliency is computed based on a homography (Figure 3.12). It is a 3-by-3 transfor-
mation matrix that projects points from one plane to another, such that x′ = Hx, where x is
a point in homogenous coordinates. The model applies an iterative method called RANSAC

(Random Sample Consensus) to compute multiple homographies in order to detect different
moving objects in videos.

The temporal saliency value of a point p is then defined as:

SalT (p) =
∑

j

αj × ǫ(p,Hj), (3.34)

where ǫ(p,H) = ‖p̂′ − p′‖, p′ is a corresponding point of p and p̂′ = Hp. αj defines the
spanning area of a homography Hj proportional to the spatial distributions of the inlier set.

(a) Correspondences between consequent frames. (b) Motion regions.

Figure 3.12: Motion saliency based on geometric transformations between video frames
(Zhai – Shah, 2006).

A generic spatiotemporal attention model in (Ma et al., 2005) combines visual, aural and
linguistic attention models for video summarisation. Visual attention modelling incorporates
static contrast-based attention, motion attention, face detection and camera motions.

Dynamic saliency is estimated from motion vectors between blocks of pixels called macro

blocks representing the smallest independent units of MPEG streams. Motion information
of each macro block is specified by three characteristics:

1. motion intensity derived from the magnitude of motion vector,

2. spatial coherence of motion vectors,

3. and temporal coherence of motion vectors.
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Chapter 4

Analysis of Used Principles

The main goal of this master thesis is the creation of a novel bottom-up saliency model.

In order to create such a model, we have chosen one of the most popular models presented
in (Itti et al., 1998), closely described in Section 3.1. We have implemented a saliency
detection method inspired by this model and analysed its advantages, disadvantages and
possible improvements.

The model relies on the following three features - intensity, colour and orientation which
are used for creating a Gaussian pyramid. Each feature is represented by a conspicuous

map computed by combining the results of difference of Gaussians algorithm (Figure 4.1(b),
4.1(c) and 4.1(d)).

The final saliency map is a product of combination of these 3 conspicuous maps (Fig-
ure 4.1(e)). Values of saliency map pixels denote conspicuousness of the location. Thus,
the maximum value pixel refers to the most salient location of the scene (Figure 4.1(f)).
Shift to the next salient location is done by suppressing the nearest surroundings of the pre-
viously searched most salient position whose pixels are adjusted to zero. Then the model
finds the next salient region as the surroundings of a new maximum value pixel. Figure 4.2
represents an example of this process.

Generally, visual information processing consists of two main parts (Goldstein, 2010). In the
pre-attentive phase, individual features are searched and within the second focused attentive

phase detected features are combined to perceive objects. However, the focused attention is
omitted in the method proposed in (Itti et al., 1998).

In order to at least partially cover this attention, we implement a superpixel-based saliency in
our model instead of a simple pixel-by-pixel-based difference of Gaussian pyramid layers.
Our model is also a hierarchical saliency model based on FIT. A superpixel represents a
visually coherent region (Lim – Han, 2014) which can better correspond to object contours
than a rigid structure of pixels. The usage of superpixels is the primary difference between
our model and the standard hierarchical model in (Itti et al., 1998).

Our superpixel-based model differs in the orientation detection as well as in the computation
of an output saliency map from conspicuous maps too.

In order to apply saliency maps on video sequences, we append motion processing to the
model. According to Gibson’s theory (Gibson, 1950) of optical flow patterns, a moving
object in a scene is perceived through a local disturbance of an optic array. Using the as-
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(a) Original image (Tsotsos –
Bruce, 2006).

(b) Intensity conspicuous map. (c) Colour conspicuous map.

(d) Orientation conspicuous map. (e) Thresholded saliency map. (f) The most salient location ac-
cording the model.

Figure 4.1: Hierarchical saliency model based on (Itti et al., 1998).

(a) Saliency map. (b) Suppressing the most salient
region.

(c) The most salient regions denoted with green circles (numbers represent the
order of saliency).

Figure 4.2: The process of salient regions detection. The next salient location is searched by
suppressing the previous maximum salient location. Repeating this process the model finds
all salient areas.
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sumption of motion coherency within a superpixel we implement the theory using the same
hierarchical approach used in a static form of our novel model. Resulting spatiotemporal

superpixel-based model combines a static saliency map with a motion saliency map as well
as a motion innovation map characterising dynamic changes in a scene.

The further details of our model and other differences with a standard hierarchical saliency
map are mentioned in Chapter 5.

4.1 Superpixels

Superpixel segmentation, a special case of an image over-segmentation, splits an image into
perceptually meaningful atomic units called superpixels (Figure 4.3). It is a more natural
representation of an image than a pixel grid because it is a group of nearly uniform pixels
which should align well with image edges (Neubert – Protzel, 2012).

The characteristics of superpixels provide an opportunity to reduce the complexity of many
computer vision tasks. Superpixels may be applicable in various areas such as object locali-
sation, segmentation, skeletonisation or depth estimation (Achanta et al., 2010).

(a) Image. (b) Superpixels of size 30. (c) Superpixels of size 15.

Figure 4.3: Superpixel segmentation using SLIC algorithm.

There are two main approaches to generate superpixels (Achanta et al., 2012):

1. Graph-based algorithms use a graph representation of superpixels. Graph nodes
represent pixels and edge weights between them depend on the neighbouring pixels
similarities. Grouping pixels into superpixels is performed via minimum cut algo-
rithm. Typical segmentation methods are Normalised Cuts (Shi – Malik, 2000) and
Felzenszwalb-Huttenlocher Segmentation (Felzenszwalb – Huttenlocher, 2004).

2. Gradient-ascend-based algorithms iteratively refine clusters of pixels, for example
Mean-shift (Comaniciu – Meer, 2002), Quickshift (Vedaldi – Soatto, 2008), Water-

sheds (Vincent – Soille, 1991) and Turbopixels (Levinshtein et al., 2009).
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4.1.1 Simple Linear Iterative Clustering

Simple linear iterative clustering (SLIC) (Achanta et al., 2012) groups pixels according their
colour similarity and spatial proximity. This state-of-the-art approach is based on k-means

algorithm. SLIC uses a 5-dimensional feature space [labxy]T , where l, a and b are colour
channels of CIELab colour space, x and y are image coordinates.

It initialises k cluster means regularly on a grid with the step S in the 5D feature space.
k means are moved to the location with the lowest gradient in 3× 3 neighbourhood to avoid
a cluster centre on an image edge.

Afterwards, k-means algorithm is performed to assign all pixels to clusters. Using a standard
k-means algorithm, a pixel is associated to the nearest cluster after the computation of dis-
tances to all clusters means. To speed up the whole process, the searched region is reduced
to the size 2S × 2S around the centre, due to the approximate superpixel size S × S. The
assignment process is iteratively repeated until convergence. Equation 4.3 is a distance mea-
sure in the 5D space, where dc is a colour proximity, ds is a spatial proximity and m denotes
a weight between the proximities:

dc =
√

(lj − li)2 + (aj − ai)2 + (bj − bi)2, (4.1)

ds =
√
(xj − xi)2 + (yj − yi)2, (4.2)

D =

√

dc
2 +

(
dS
S

)2

m2. (4.3)

In a post-processing phase, separated pixels are reassigned to neighbouring superpixels by a
connected components algorithm.

4.2 Histogram and Histogram Comparison

Histograms provide the frequency of values in a given image organised into a set of inter-
vals called bins. In other words, it is a probabilistic description of an image feature, such
as brightness and colour (Sonka et al., 2007). Figure 4.4 illustrates an example of a 1D
grayscale histogram with 20 bins.

Histograms may be applied in measuring the similarity between images. Let H1 be a his-
togram obtained from the first image and H2 a histogram from the other one, both with N
bins. There are various ways how to compare histograms. Among the most common mea-
sures belong (Bradski – Kaehler, 2008):

1. Correlation:

dcorrel(H1, H2) =

∑
i H

′
1(i) ·H

′
2(i)√∑

i H
′2
1 (i) ·H

′2
2 (i)

, (4.4)

where H ′
k = Hk(i) −

1
N

∑
j Hk(j). The correlation coefficient takes values within

〈−1, 1〉. Values +1 and −1 denote a perfect positive and negative correlation. If the
coefficient equals zero, histograms are totally independent.
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(a) Image. (b) 1D grayscale histogram (20 bins).

Figure 4.4: Histogram representation of an image.

2. Chi-square:

dchi−square(H1, H2) =
∑

i

(H1(i)−H2(i))
2

H1(i) +H2(i)
, (4.5)

where the chi-square coefficient is greater than or equal to 0. Zero value represents the
perfect match.

3. Intersection:
dintersection(H1, H2) =

∑

i

min(H1(i), H2(i)), (4.6)

where the higher intersection coefficient indicates the higher similarity. If compared
histograms are normalised to 1 at first, a value of 1 represents the match.

4. Bhattacharyya distance:

dBhattacharyya(H1, H2) =

√√√√1−
∑

i

√
H1(i) ·H2(i)√∑

i H1(i) ·
∑

i H2(i)
, (4.7)

where the Bhattacharyya coefficient ranges from 0 to 1 and the match is a value of 0.

An example of histogram matching represents Figure 4.5. Histograms of two images con-
verted to grayscale have been compared using various methods and the results are listed in
Figure 4.5(c).

4.3 Optical Flow

Optical flow is defined as the change in optic array – the structured pattern of light reaching
a viewer from all directions (Figure 4.6). The disturbance of optic array is generated by
apparent motion of similar brightness patterns (Sonka et al., 2007)1.

1MAJUMDER, A. Optical Information, Department of Computer Science, University of California. Avail-
able from: http://www.ics.uci.edu/~majumder/vispercep/chap2notes.pdf
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(a) Source image 1. (b) Source image 2.

Method Measurement
Correlation 0.571769
Chi-square 29.201021
Intersection 28.556991

Bhattacharyya 0.232051

(c) The results of histogram matching.

Figure 4.5: Grayscale histograms normalised into the interval 〈0, 1〉 have been compared
using four comparison algorithms: correlation, chi-square, intersection and Bhattacharyya
distance.

Figure 4.6: Optic array formed by surfaces, textures and contours1.

A typical usage of dynamic scene analysis of a sequence of image frames includes mo-
tion detection and segmentation, object tracking and derivation of 3D object properties from
motion. Optical flow is one of the most common techniques for motion analysis. It is an
approximation to the motion field, which is the perspective projection of 3D motion onto the
image plane. A velocity vector is assigned to each point of the motion field corresponding to
the motion direction and velocity magnitude as shown in Figure 4.7 (Sonka et al., 2007; Wu,
2001):

p = Zm̂, (4.8)

where p = [X, Y, Z]T is a 3D point and m̂ is the homogenous coordinate of its 2D repre-
sentation m = [x, y]T . Differentiating the previous expression with respect to time gives:

dp

dt
=

dZ

dt



x
y
1


+ Z



dx/dt
dy/dt
0


 , (4.9)

which results in:
Vp = Vpz

m̂+ Zvm. (4.10)

2D motion field vm is then defined as:

vm =
Vp −Vpz

m̂

Z
. (4.11)
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Figure 4.7: Motion field.

Optical flow computation is based on three assumptions (Sonka et al., 2007)2:

1. Brightness constancy: The brightness of any object point remains constant over time.

2. Spatial coherence: Neighbouring points are likely to belong to the same surface and
hence have similar motions.

3. Temporal persistence (small movements): Motion changes gradually over time.

The brightness constancy assumption can be expressed as:

It(x, y) = It+1(x+ u, y + v), (4.12)

where It is the brightness at time t and (u, v) is the displacement. Using Taylor series and
assuming the movement is very small, we get the following approximation:

It+1(x+ u, y + v) ≈ It(x, y) +
∂I

∂x
u+

∂I

∂y
v +

∂I

∂t
. (4.13)

It leads to Equation 4.14 known as the optical flow constraint equation.

∂I

∂x
u+

∂I

∂y
v = −

∂I

∂t
(4.14)

The goal is to compute the velocity vector:

c =

(
dx

dt
,
dy

dt

)
= (u, v). (4.15)

Methods for optical flow computation can be classified into two major categories (Sonka
et al., 2007):

1. Local (sparse) approach such as the Lucas-Kanade (LK) method (Lucas et al., 1981):
LK tracker assumes that motion is constant in a small window (Figure 4.8).

2. Global (dense) approach such as Horn-Schunck (HS) method (Horn – Schunck,
1981): HS technique combines the brightness constancy constraint with the smooth-

2POCK, T. Image Processing and Pattern Recognition: Optical Flow, Institute for Computer Graphics
and Vision, Graz University of Technology. Available from: http://www.icg.tugraz.at/courses/
lv710.080/info/motion_estimation.pdf
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ness constraint according to which optical flow varies smoothly. HS approach min-
imises a global energy represented by the squared error quantity:

EHS = ‖∇u‖22 + ‖∇v‖
2
2 + λ‖It + Ix(u− u0) + Iy(v − v0)‖

2
2, (4.16)

where ∇ is the gradient operator, λ is the regularisation parameter adjusting the
smoothness of vectors and ‖x‖2 is the ℓ2 norm. This method does not allow for sharp
discontinuities in the flow field. In contrast to the HS method, the TV-L1 approach

(Zach et al., 2007) replaces the quadratic functions by ℓ1 norms which better preserve
discontinuities:

ETV−L1 = ‖∇(u, v)‖2,1 + λ‖It + Ix(u− u0) + Iy(v − v0)‖1, (4.17)

where ‖∇(u, v)‖2,1 =
∑

i,j

√
|(∇u)i,j|22 + |(∇v)i,j|

2
2. The first term is the total vari-

ation (TV) of the flow field and the second term is referred to as the ℓ1 norm of the
optical flow constraint2.

(a) Previous frame. (b) Next frame. (c) Optical flow.

Figure 4.8: Optical flow computed by LK tracker. A global flow is generated by motion of
an observer and a local flow by motion of objects.
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Chapter 5

Proposed Algorithm

We introduce a novel Hierarchical Superpixel-Based Saliency Model for the detection of
bottom-up saliency. The model segments input images converted to grayscale into superpix-
els using SLIC algorithm. SLIC is performed twice in the model with two different region
sizes of 15 and 30.

Each superpixel is represented by a 1D histogram. Superpixel representation can partially
include the integration of visual features to objects in the human visual attention processing.

A spatial form of the model based on FIT integrates the following three features:

1. intensity,

2. colour,

3. orientation.

The algorithm hierarchically processes all features using Gaussian pyramids with 6 layers.
Center-surround organisation of human ganglion cells is modelled as a difference between
finer and coarser levels of the pyramid. The center is represented at scales c ∈ {0, 1, 2} and
the surround scales are s = c+ δ, where δ ∈ {1, 2, 3}.

We extend this novel model with a temporal feature – motion to detect salient locations
in videos. Our spatiotemporal model extracts motion information from optical flow maps
representing the direction and the velocity magnitude of the associated flow vector. Motion
feature is used to localise salient moving objects and motion innovation parts of a video
sequence.

5.1 Superpixel Gaussian Pyramid

Due to the usage of superpixels, the standard algorithm for Gaussian pyramid is replaced by
our superpixel version. Each pyramid layer consists of a superpixel map representing the
locations of all superpixels and a set of superpixel histograms.

Within the first pyramid layer multiple 1D superpixel histograms are constructed using three
visual features.

In order to create the next layers, we have to downsample the superpixel map to the half of
its size.
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Then we search neighbours to all superpixels in this resized superpixel map. The neighbour
assignment procedure processes superpixel borders per pixel. Each border pixel is classified
into one of the following categories based on its location to the analysed superpixel: left (L),
right (R), upper (U), bottom (B), upper-left (UL), bottom-left (BL), upper-right (UR) and
bottom-right (BR). Within each category, neighbours are characterised by a weight which
depends on the boundary length with the superpixel. Longer the mutual boundary is, higher
weight is assigned to the neighbour.

Listing 5.1 describes the searching process of superpixel neighbourhood.

Listing 5.1: Searching for superpixel neighbourhood.
Input:

spx_map - superpixel map

spx_id - number of the analysed superpixel

Initialisation:

neighbourhood_weight[category,id] - list of neighbouring superpixel

weights assigned to their location categories

Superpixel neighbouhood processing:

FOR EACH border pixel [x,y] of superpixel spx_id in spx_map

IF id(x,y) <> id(x-1,y) THEN

ADD 1 TO neighbourhood_weight[LEFT,id(x-1,y)]

ENDIF

IF id(x,y) <> id(x+1,y) THEN

ADD 1 TO neighbourhood_weight[RIGHT,id(x+1,y)]

ENDIF

IF id(x,y) <> id(x,y-1) THEN

ADD 1 TO neighbourhood_weight[UPPER,id(x,y-1)]

ENDIF

IF id(x,y) <> id(x,y+1) THEN

ADD 1 TO neighbourhood_weight[BOTTOM,id(x,y+1)]

ENDIF

IF id(x,y) <> id(x-1,y-1) AND id(x,y) <> id(x-1,y) THEN

ADD 1 TO neighbourhood_weight[UPPER-LEFT,id(x-1,y-1)]

ENDIF

IF id(x,y) <> id(x-1,y+1) AND id(x,y) <> id(x-1,y) THEN

ADD 1 TO neighbourhood_weight[BOTTOM-LEFT,id(x-1,y+1)]

ENDIF

IF id(x,y) <> id(x+1,y-1) AND id(x,y) <> id(x+1,y) THEN

ADD 1 TO neighbourhood_weight[UPPER-RIGHT,id(x+1,y-1)]

ENDIF

IF id(x,y) <> id(x+1,y+1) AND id(x,y) <> id(x+1,y) THEN

ADD 1 TO neighbourhood_weight[BOTTOM-RIGHT,id(x+1,y+1)]

ENDIF

ENDFOR

FOR EACH weight IN neighbourhood_weight

normalise weight within each location category

ENDFOR
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Output:

neighbourhood_weight - weight of all superpixels in the neighbourhood

After the processing of the whole superpixel neighbourhood, we can build a histogram matrix

of size 3 × 3. The center element corresponds to the analysed superpixel histogram HSPX .
All 8 location categories are presented with a cumulated histogram defined as the weighted
sum of all neighbour histograms connected to the category:

Hcumi
=

∑

j

Hj · wj, (5.1)

where Hj is a neighbour histogram and wj is a weight of the neighbour.

The rest of the histogram matrix is build using the 8 cumulated histograms of all location
categories. Each cumulated histogram is assigned to the position in the matrix depending
on the category name, for example the upper-left cumulated histogram takes place in the
first (upper-left) position of the matrix. The histogram matrix is finally convolved with a
discrete 3 × 3 Gaussian kernel (Figure 5.1). In case of convolution at image borders where
empty location categories without any neighbours may occur, the cumulated histogram of
such categories equals to the histogram of analysed superpixel HSPX .

Figure 5.1: Superpixel Gaussian convolution. Histogram matrix created from the analysed
histogram HSPX and 8 cumulated histograms Hcumi

is convolved with a Gaussian kernel.

In order to create a pyramid layer, this procedure is repeated for all superpixels.

To produce the rest of Gaussian pyramid layers, the whole process is iteratively performed
with the half size of an input superpixel map (Figure 5.2). The general description of super-
pixel Gaussian pyramid algorithm is listed in Listing 5.2.

Figure 5.2: Iterative process of superpixel Gaussian pyramid.
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Listing 5.2: Superpixel Gaussian pyramid.
Input:

spx_map - superpixel map obtained from SLIC algorithm

hist_set - histogram representations of all superpixels

levels - number of pyramid layers

Initialisation:

spx_map_pyr[0] ← spx_map (pyramid of superpixel maps)

hist_set_pyr[0] ← hist_set (pyramid of superpixel histogram sets)

Gaussian pyramid computing:

FOR l = 1 to levels

spx_map_pyr[l] ← resize spx_map_pyr[l-1] to a half size

spx_neighbourhoods ← extract superpixel neighbourhoods with

spx_map_pyr[l]

hist_set_pyr[l] ← apply superpixel Gaussian smoothing to

hist_set_pyr[l-1] with spx_map_pyr[l] and spx_neighbourhoods

ENDFOR

Output:

spx_map_pyr

hist_set_pyr

5.2 Superpixel Feature Processing

After the segmentation of an input image into superpixels using SLIC algorithm, our saliency
model processes subsequently all features. For each feature it represents individual super-
pixels by a histogram. The superpixel map and the histogram set enter in the iterative process
of the superpixel Gaussian pyramid as the first layer.

After the creation of all levels of the Gaussian pyramid, our model compares center and
surround layers of the pyramid per pixel. In order to achieve the center-surround differences,
we find superpixels which contain compared pixels at the center and surround scale. Then we
measure the similarity between the histograms belonging to these selected superpixels using
a histogram matching algorithm. Such a difference between the layers produces a feature

map FM (Figure 5.3).

-

surround

center

Superpixel 
identification

FOR EACH pixel

Histogram 
extraction

Histogram 
matching

Feature 
map

Figure 5.3: Difference between center and surround scales of superpixel Gaussian pyramid.

In general, the procedure to create a feature map consists of 4 steps:

1. superpixel segmentation,

2. representation of superpixels with histograms,

3. creating a superpixel Gaussian pyramid,
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4. difference between center and surround pyramid layers.

5.2.1 Intensity

In order to analyse the intensity feature, an image is simply converted to grayscale. Super-
pixels are described by 1D histograms with 128 bins. Histogram comparison of Gaussian
pyramid layers is based on the correlation method described by Equation 4.4. A value of
each pixel in the resulting feature map is computed as follows:

FMI(x, y) = 1− abs(dcorrel(Hc(x, y), Hs(x, y)), (5.2)

where dcorrel is a correlation coefficient that ranges from −1 to 1, Hi(x, y) is a histogram
of a superpixel at the scale i which contains a pixel at position [x, y] and subscripts c and s
denote a center and a surround scales.

5.2.2 Colour

An input image is at first converted to 4-channel RGBY (Red Green Blue Yellow) colour
space for colour feature processing. Colour conversion is the same as in (Itti et al., 1998):

R = r − (g + b)/2, (5.3)

G = g − (r + b)/2, (5.4)

B = b− (r + g)/2, (5.5)

Y = (r + g)/2− |r − g|/2− b, (5.6)

where r, g and b are red, green and blue colour channels of the origin image. Each colour
channel is defined by its 1D histogram with 128 bins.

The process also implements the Opponent-Process Theory of Colour Vision, due to which
it works with two opponent colour pairs - RG and BY . The center-surround is expressed as
the difference between mean colour values of compared superpixels for both opponent pairs:

FMRG(x, y) = norm(abs(mean(HdiffR(x, y))−mean(HdiffG(x, y)))), (5.7)

FMBY (x, y) = norm(abs(mean(HdiffB(x, y))−mean(HdiffY (x, y)))), (5.8)

where norm normalises values within the interval 〈0, 1〉, mean is the mean colour and
HdiffCOL

is a difference of histograms of colour channel COL at a center c and a surround s
scale defined as:

HdiffCOL
(x, y) = abs(HCOLc

(x, y)−HCOLs
(x, y)). (5.9)
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5.2.3 Orientation

The processing of orientation feature starts with the image conversion to grayscale colour
space. Each superpixel is characterised with a histogram of oriented gradients with 9 bins.
Single channel input image I is filtered by the Sobel kernel in both directions (Bradski –
Kaehler, 2008):

Gx =



−1 0 +1
−2 0 +2
−1 0 +1


 ∗ I, (5.10)

Gy =



−1 −2 −1
0 0 0
+1 +2 +1


 ∗ I, (5.11)

where ∗ denotes the convolution, Gx and Gy capture horizontal and vertical changes.

Image gradients are described by:

• the gradient magnitude:

G =
√
G2

x +G2
y, (5.12)

• the gradient direction:
Θ = arctan(Gy, Gx). (5.13)

Gradient directions of each superpixel are split into 9 angle intervals. Each gradient pixel
in the histogram of oriented gradient has a weight proportional to its gradient magnitude.
Orientation differences are computed with the same correlation-based method as in intensity
feature maps:

FMO(x, y) = 1− abs(dcorrel(Hc(x, y), Hs(x, y)). (5.14)

5.2.4 Motion

Motion processing requires 2-channel dense optical flow maps characterising the angle and
the magnitude of flow vectors (Figure 5.4). Hue and saturation components of the flow map
encode a flow vector with a colour wheel in Figure 5.5.

(a) Video frame. (b) Optical flow map (hue = orientation,
saturation = magnitude).

Figure 5.4: Optical flow map characterises the angle and the magnitude of optical flow vec-
tors.
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Figure 5.5: Colour wheel decodes a hue-saturation value into a flow vector1.

Using the flow maps each superpixel is represented by a histogram of flow orientations Ho

and a histogram of flow magnitudes Hm, both with 90 bins. In order to compare super-
pixels on different pyramid layers, each superpixel is characterised by a flow vector with 2
parameters – orientation ϕ and magnitude r:

v = [ϕHo
, rHm

], (5.15)

where xH denotes the mean value of a histogram H . Let vc(x, y) and vs(x, y) be flow vectors
of superpixels on a center and surround pyramid layer at location (x, y), a value of a motion
feature map can be expressed as the magnitude of the vector difference:

FMM(x, y) = ‖vs(x, y)− vc(x, y)‖. (5.16)

Using the law of cosines2, the following equation is obtained:

FMM(x, y) =
√

r2s + r2c − 2rsrc cos γ, (5.17)

where ri is the magnitude of the flow vector vi at (x, y) scaled into the range 〈0, 0.5〉 and γ
indicates the angle between the corresponding vectors, as shown in Figure 5.6. The highest
value of a feature map occurs when vectors at the same location have the opposite directions
and the maximum velocity magnitudes.

5.3 Spatial Saliency Map

In the next phase, all extracted static feature maps are combined into 3 conspicuous maps

CM of intensity, colour and orientation for each used region size in SLIC algorithm:

CMi =
∑

j

N (FMij). (5.18)

1http://demosthenes.info/assets/images/hsl-color-wheel.png.pagespeed.

ce.IF6-EXzipy.png
2WEISSTEIN, E. W. Law of Cosines. Available from MathWorld – A Wolfram Web Resource: http:

//mathworld.wolfram.com/LawofCosines.html
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r = 0.5

vc

vs

vs - vcγ

Figure 5.6: Motion difference between center c and surround s scales of a pyramid.

First, small values of all feature maps are set to zero. Such maps are modified using a
normalisation operator N . The operator searches for local maxima in rectangular image
regions. An input is then multiplied by N = (M −m)2, where M is the global maximum
and m is the average of all local maxima in image blocks.

Finally, three conspicuous maps are linearly combined to create the resulting topography
representation of image saliency called a saliency map SM :

SM =

{15;30}∑

reg

(
0, 45 ∗ N (CMIreg) + 0, 3 ∗ N (CMCreg

) + 0, 25 ∗ N (CMOreg
)
)
, (5.19)

where reg is a region size used in SLIC algorithm, N is a normalisation operator, I is an
intensity, C is a colour and O is an orientation feature. The position with the highest pixel
value in the saliency map is the location with the highest bottom-up saliency. Weighting
factors resulted from experiments as the best choice.

Figure 5.7 is an example of combining all conspicuous maps of intensity, colour and orien-
tation into a single saliency map (Figure 5.7(h)). The most salient location is marked with a
green circle in Figure 5.7(i).

The whole hierarchical superpixel-based saliency model is briefly summarised in Figure 5.8.

WTA algorithm of our model is performed by the suppressing of the circular neighbourhood
of the most salient location in the final saliency map and the searching for a new location
with the maximum saliency.

5.4 Motion Innovation Map

Motion feature maps represent motion saliency of a current video frame. To determine dy-
namic changes in a scene, we build a motion innovation map considering not only a single
optical flow map but also a subsequence of several previous flow maps.

Temporal changes in motion are detected using a motion memory, which is updated with
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(a) Analysed image (Tsotsos –
Bruce, 2006).

(b) Intensity (region size 15). (c) Intensity (region size 30).

(d) Colour (region size 15). (e) Colour (region size 30). (f) Orientation (region size 15).

(g) Orientation (region size 30). (h) Saliency map. (i) The most salient location.

Figure 5.7: Combining conspicuous maps into a saliency map.

each incoming optical flow map. The update can be defined as:

MEMt+1 = (1− η)MEMt + ηot+1, (5.20)

where MEMt represents a motion memory at time t, ot is an optical flow map and a learning

rate η = 0.05.

Before the memory update, an actual flow map is compared with the motion memory (Fig-
ure 5.9).

Each pixel of both compared images represents a vector v = [ϕ, r], where ϕ and r define
magnitude and orientation at the pixel position.

A pixel-by-pixel comparison between the memory and the flow map is analogous to the
motion difference in a motion feature map (Subsection 5.2.4). Motion innovation is then
defined by the following form:

IMM(x, y) = ‖vMAPt
(x, y)− vmt

(x, y)‖. (5.21)
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Input image

Feature extraction

Conspicuous map

Linear combinations

Saliency map

Conspicuous map Conspicuous map

Superpixel segmentation

Superpixel Gaussian pyramid

Histogram representation of superpixels

OrientationColourIntensity

Feature mapsFeature maps Feature maps

Center-surround differences (histogram matching)

Figure 5.8: Scheme of the static form of our hierarchical superpixel-based saliency model.

Optical flow map

Motion memory

Motion 
difference Motion innovation mapmemory 

update

Figure 5.9: Motion innovation.

50



Chapter 5. Proposed Algorithm Bc. Patrik Polatsek

5.5 Spatiotemporal Saliency Map

Fusion of a spatial saliency map SMS described in Section 5.3 and a temporal saliency map
SMT created from motion feature maps results in a spatiotemporal map:

SM = (1− λ)SMS + λSMT , (5.22)

where SMT =
∑{15;30}

reg N (CMIreg), CMIreg is a motion conspicuous map and λ denotes
a motion saliency rate. Considering temporal changes in a video sequence obtained from a
motion innovation map IMM , the equation for a final saliency map has the following form:

SM = (1− λ)SMS +
λ

2
SMT +

λ

2
IMM . (5.23)

This spatiotemporal fusion is illustrated in Figure 5.10.

Video 
frames

Intensity

Colour

Orientation

MotionOptical 
flow map

Spatial saliency map

Temporal saliency map

Motion innovation map

Spatiotemporal 
saliency map

Figure 5.10: General scheme of spatiotemporal saliency model.

An example of a spatiotemporal saliency map with innovation is included in Figure 5.11.

(a) Analysed video frame. (b) Optical flow map. (c) Spatial saliency map.

(d) Temporal saliency map. (e) Motion innovation map. (f) Spatiotemporal saliency map.

Figure 5.11: Fusion of saliency maps into a spatiotemporal saliency map with motion inno-
vation using a motion rate λ = 0.25.
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5.6 Implementation Details

The algorithms of our spatial and spatiotemporal saliency model are implemented in C++
language using OpenCV3 library. For superpixel segmentation with SLIC the implementa-
tion from VlFeat4 library has been used.

The architecture of the model inspired by (Itti et al., 1998) as well as our superpixel-based
solution is presented by the class diagram in Figure 5.12:

• IttiHierarchicalModel: saliency model based on (Itti et al., 1998),

• SuperpixelHierarchicalModel: hierarchical superpixel-based saliency model.

3http://opencv.org/
4http://www.vlfeat.org/index.html
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Figure 5.12: Architecture of the saliency model. The model based on (Itti et al., 1998) consists of classes with prefix Itti- and our superpixel-based
classes of the saliency model start with prefix Superpixel-.
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Chapter 6

Evaluation and Discussion

A spatial and a spatiotemporal type of our superpixel-based saliency method described in
Chapter 4 are evaluated on an image dataset and a video dataset with eye tracking data. The
performance is compared with the standard hierarchical model based on (Itti et al., 1998).

6.1 Spatial Saliency Model

Our spatial saliency model was tested on a publicly available dataset1 called Toronto (Tsotsos
– Bruce, 2006). It contains 120 colour images of 681×511 size obtained from natural indoor
and outdoor scenes. Images were freely observed by 20 subjects for 4 seconds. Each image
is accompanied with eye tracking data as well as a density fixation map produced from the
tracking data (Figure 6.1).

(a) Source image. (b) Density map produced from
eye tracking data.

Figure 6.1: Toronto dataset (Tsotsos – Bruce, 2006).

In order to measure the accuracy of a superpixel-based and a standard saliency model, we
use four different evaluation methods. Our model is based on principles of (Itti et al., 1998),
due to which we do not expect a marked increase in performance.

The first metric is our own method called the maxima distance. It measures the Euclidean
distance between the most salient location on a saliency map and the location with the highest
density on a corresponding fixation map. In order to compute the distance, we take iteratively

1http://www-sop.inria.fr/members/Neil.Bruce/

http://www-sop.inria.fr/members/Neil.Bruce/
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into account together with the first maximum value of the fixation map also the second, the
third, the fourth and finally the fifth highest value as follows:

dMAXi
= min

i

(
d(max(SM),max

i
(FM))

)
, (6.1)

where SM is a saliency map, FM is a fixation map and maxi is the ith maximum value. The
results are visualised in Figure 6.2.

Figure 6.2: Normalised maxima distance.

If the maxima distance is lower than a given threshold, it is considered as a match. Figure 6.3
represents the tradeoff between the number of matches and a threshold for both saliency
models.

(a) Superpixel-based method. (b) Standard method based on (Itti et al., 1998).

Figure 6.3: Maxima distance matches. Distances below a threshold are considered as
matches.

The results of the maxima distance are summarised in Table 6.1. If the highest values of
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saliency and fixation maps are only considered and the threshold is adjusted to 100 px, a
novel superpixel-based model achieves 42.5% matches on the dataset. The total Euclidean
distance produced by our model is 18250 px what is very similar to the results of a standard
hierarchical model inspired by (Itti et al., 1998) – 44.17% accuracy and the total distance of
18261 px. Using two maxima of a fixation map and a threshold of 120 px the superpixel-
based method produces slightly better results.

For visualisation purposes we label the most salient location in the resulting saliency map
with a green circle and the location with highest value in a fixation map with a red circle as
shown in Figure 6.4.

(a) Source image. (b) Saliency map. (c) Result (mismatch).

(d) Source image. (e) Saliency map. (f) Result (match).

Figure 6.4: Superpixel-based saliency map of the superpixel model. A green circle represents
the most salient location and a red circle denotes the most viewed location. If the distance
between the maximum value pixels is lower than a threshold, it is considered as a match.

The superpixel-based model is nearly always successful in case of simple images with a
single dominant object. Examples of such scenes are included in Figure 6.5. However, some
images may be classified due to the bigger object size as a mismatch even if a saliency map
finds properly the most viewed object, for example Figure 6.5(i).

The accuracy of the model decreases with the complexity of a given image as shown in
Figure 6.6. Combining visual features of images with multiple objects into a saliency map
may cause some mismatches.

Wrong classification of the most salient location is often the result of absenting top-down at-
tention in this hierarchical model. The top-down part of our saliency can affect the conspic-
uousness of objects more significantly in such complex scenes than in simple ones. Human
faces, texts or traffic signs may not be salient in terms of our model (Figure 6.6(i)). Despite
of that fact, top-down attention is focused on these objects in most cases.

Some images have the most attentive region in their centre even without any unique visual
characteristics instead of the focus on more dominant objects. An example of such a scene
is represented by Figure 6.7.
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The adjustment of a superpixel region size, a minimum region size and a regularisation
coefficient used in SLIC is crucial in the model. If the selected parameters are insufficient,
the resulting saliency map may not properly detect conspicuous objects with a tiny size
(Figure 6.8).

Despite of that, there are scenes where the superpixel-based saliency model outperforms the
standard one. The main reason is the fact that the superpixel segmentation of an input which
can correspond to object edges. Examples of a superpixel-based saliency map achieving
better results than a standard one are presented in Figure 6.9.

(a) Source image. (b) Saliency map. (c) Result.

(d) Source image. (e) Saliency map. (f) Result.

(g) Source image. (h) Saliency map. (i) Result.

Figure 6.5: Saliency maps created from simple scenes with a single conspicuous object. The
most salient and the most viewed locations are marked by green and red circles.

We have also evaluated both models using standard methods. The similarity metric (Riche
et al., 2013) represents the degree of similarity between the normalised distributions of a
saliency map SM and a fixation map FM :

S =
∑

x

min(SM(x), FM(x)), (6.2)

where
∑

x SM(x) =
∑

x FM(x) = 1. A similarity score ranges from 0 to 1. If the distri-
butions do not overlap, the score equals to zero.

To compare the models, we have also used the Kullback-Leibler (KL) divergence (Riche
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(a) Source image. (b) Saliency map. (c) Result.

(d) Source image. (e) Saliency map. (f) Result.

(g) Source image. (h) Saliency map. (i) Result.

Figure 6.6: Saliency maps created from complex scenes with multiple objects. The most
salient and the most viewed locations are marked by green and red circles.

(a) Source image. (b) Saliency map. (c) Result.

Figure 6.7: Saliency maps from scenes where attention is focused on the centre of a given
image. The most salient and the most viewed locations are marked by green and red circles.

et al., 2013; Le Meur – Baccino, 2013). The KL divergence is a nonnegative value that
indicates the information lost when a fixation map FM distribution is approximated by a
saliency map SM . The zero KL divergence occurs when the probability distributions are
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(a) Source image. (b) Saliency map. (c) Result.

Figure 6.8: Saliency maps from scenes where parameters used in SLIC do not conform to
a dominant object in an input image. The most salient and the most viewed locations are
marked by green and red circles.

(a) Source image. (b) Saliency map. (c) Result.

(d) Source image. (e) Saliency map. (f) Result.

(g) Source image. (h) Saliency map. (i) Result.

Figure 6.9: Saliency maps from scenes where the superpixel-based model outperforms the
standard one. The most salient and the most viewed locations are marked by green and red
circles.

equal. It is computed by the following form:

KLdiv =
∑

x

FMnorm(x) ∗ log

(
FMnorm(x)

SMnorm(x) + ǫ
+ ǫ

)
, (6.3)
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where SMnorm(x) = SM(x)∑
x SM(x)+ǫ

, FMnorm(x) = FM(x)∑
x FM(x)+ǫ

and ǫ is a small constant to
avoid logarithm and division by zero.

The results of the similarity metric as well as the KL divergence of the superpixel-based
model are close to the results of the standard model (Figure 6.10 and 6.11). The median and
the average of both models for Toronto dataset are shown in Table 6.1.

Figure 6.10: Similarity metric.

Figure 6.11: Kullback-Leibler divergence.

Table 6.1: Comparison of a standard hierarchical saliency model based on (Itti et al., 1998)
and a novel superpixel-based model on Toronto dataset (Tsotsos – Bruce, 2006). The
saliency models are evaluated using the maxima distance, the similarity metric and the KL
divergence.

Model Maxima distance Similarity KL-div.
MAX1 MAX1, MAX2, Avg. Med. Avg. Med.

th=100 px th=120 px

Standard 18261 px 44.17 % 59.17 % 0.3969 0.3992 1.1649 1.1484
Superpixel 18250 px 42.50 % 64.17 % 0.3939 0.3979 1.1870 1.1334

The performance of saliency models are also compared by plotting a graph called the receiver

operating characteristic (ROC) curve. The ROC curve (Le Meur – Baccino, 2013) represents
the tradeoff between the true positive rate and the false positive rate.

The true positive rate also called the sensitivity is computed as TPR = TP
TP+FN

and the false
positive rate FPR also known as the fall-out is defined as FPR = FP

FP+TN
= 1 − SPC,
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where TP is true positive, FP is false positive, TN is true negative, FN is false negative
and SPC is specificity.

A saliency map is thresholded by a gradually increasing threshold, a fixation map by a con-
stant threshold and the true positive and false positive rates are recorded. Using the rates, the
ROC curve is plotted that specifies the sensitivity as a function of fall-out.

The ROC curve represented by Figure 6.12 shows that the superpixel-based method is slightly
more sensitive than the standard hierarchical saliency model.

Figure 6.12: ROC curve.

The last metric called shuffled AUC (sAUC) is area under the ROC curve, which treats fix-
ations as a positive set and fixations over other images as a negative set (Borji et al., 2013).
An AUC score of 0.5 indicates prediction equivalent to chance while a perfect model will
score an AUC of 1.

In order to compare the results of our superpixel-based method with state-of-the-art saliency
models we use publicly available pre-computed saliency maps of Toronto dataset (Zhang –
Sclaroff, 2013)2. Saliency maps are smoothed with a Gaussian kernel with variable σ from
0.01 to 0.13 in image width (in steps of 0.01).

The evaluation of saliency models is shown in Table 6.2. Numbers of each model represent
sAUC scores and optimal σ values of a Gaussian kernel where it takes its maximum score.

Section 3 contains a short description of all compared saliency models.

The original version of Itti’s model (Itti et al., 1998) and Graph-Based Visual Saliency
by (Harel et al., 2006) produce worse sAUC results than our novel superpixel-based method
with a sAUC score of 0.6515.

2http://cs-people.bu.edu/jmzhang/BMS/BMS.html
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Table 6.2: Shuffled AUC of saliency models using optimal σ values of a Gaussian kernel
(range of 0.01 : 0.01 : 0.13 in image width). Saliency models were evaluated on Toronto
dataset (Tsotsos – Bruce, 2006) and compared with our novel method denoted as SPX. Mod-
els are assigned to one of these categories: hierarchical (H), graphical (G), information-
theoretic (I), pattern classification (P), spectral analysis (S) and others (O).
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Category H H G I P S O H
sAUC 0.6091 0.6575 0.641 0.6805 0.6862 0.6833 0.694 0.6515
σ 0.10 0.01 0.02 0.02 0.03 0.03 0.03 0.05

6.2 Spatiotemporal Saliency Model

Our dynamic extension of a spatial saliency model was evaluated on a private video dataset.
This video sequence is provided by the research institute in Austria, Joanneum Research5.
The dataset of 410 video frames was recorded using eye tracking glasses at a shopping mall
(mostly one fixation per frame). A viewer was asked to find two particular products in a
store. Eye tracking data are supplemented by dense optical flow maps (640 × 480 size), as
shown in Figure 5.4.

Optical flow maps are calculated using a global energy minimising method based on the TV-
L1 approach (Zach et al., 2007) technique. The traditional assumption of optical flow that
pixel intensities are constant over time may be violated due to the illumination changes in
videos. Thus, an extension of the optical flow formula is used for the appropriate calculation
(Chambolle – Pock, 2011):

min
u,v

∫

Ω

|Du|

∫

Ω

|Dv|+ λ‖ρ(u, v)‖1, (6.4)

where Ω is the image domain, v is the motion field, ‖x‖ is the ℓ1 norm of x, Dv is the
distributional derivative and λ is the regularisation coefficient. The optical flow constraint
is defined as ρ(u, v) = It + (∇I)T (v − v0) + βu. It is the time derivative, v0 is the initial
field and ∇I denotes the image gradient. The parameter β controls the influence of the
illumination term which models the varying illumination by means of an additive function
u.

To test this video dataset, a superpixel-based and a standard hierarchical saliency map based

3original version of Itti’s model
4improved version of Itti’s model by (Harel et al., 2006)
5PALETTA, L. – FERKO, R. Joanneum Research, Graz, Austria. http://www.joanneum.at/
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on (Itti et al., 1998) are fused with a dynamic superpixel-based saliency map. The fusion
into a spatiotemporal map is expressed in Equation 5.22, eventually in Equation 5.23 when
a motion innovation map is considered.

As an evaluation metric, the average of saliency values at fixation locations has been used.
We have been investigated the effect of changing a motion rate λ in a saliency map (from 0.05
to 0.50 in steps of 0.05). The results compared with spatial saliency modes are visualised
in Figure 6.13. Table 6.3 shows optimal motion rates where models take their maximum
saliency values at fixation locations.

Figure 6.13: Mean saliency value at a fixation location of a private video dataset using dif-
ferent motion rate values λ (from 0.05 to 0.50 in steps of 0.05). Dashed lines represent
the performance of spatial saliency models without motion processing. A superpixel-based
motion saliency map and a motion innovation map have been added into a novel superpixel-
based as well as a standard spatial saliency model inspired by (Itti et al., 1998). When motion
innovation is considered, the maximum saliency value of both saliency models is achieved
using λ = 0.40.

Adding motion processing into a saliency model results in saliency increase at fixation lo-
cations. A standard hierarchical model with motion saliency maps achieves the maximum
saliency value when λ is set to 0.25. When motion innovation is considered, the maximum
saliency value of both saliency models is achieved using λ = 0.40, where the mean saliency
value increases from 0.506 up to 0.548. Combining a spatial superpixel-based saliency map
with a motion saliency map and a motion innovation map produces the highest increase in
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Table 6.3: Maximum saliency values at fixation locations when temporal saliency maps
and motion innovation maps are added to a spatial superpixel-based and a standard model
inspired by (Itti et al., 1998). Number in brackets shows an optimal motion rate λ where a
model takes its maximum value.

Model Itti (λ) Superpixel (λ)
Spatial 0.5063 0.5479
Spatiotemporal 0.5117 (0.25) 0.5487 (0.05)
Spatiotemporal + innovation 0.5481 (0.40) 0.5759 (0.40)

saliency – from 0.548 to 0.576 using the same motion rate value as in the standard model.
The novel method achieves better results than the standard method using this metric .

For visualisation purposes we label the most salient location in the resulting saliency map
with a green circle and a fixation location with a red circle. Figures included in this section
represent saliency maps obtained from our spatiotemporal superpixel-based saliency model
with innovation.

Figure 6.14 contains examples of superpixel-based saliency maps with motion saliency and
innovation where either static saliency or motion saliency is more dominant. In these exam-
ples the most salient locations equal to eye fixations.

(a) Source image. (b) Optical flow map. (c) Saliency map. (d) Result.

(e) Source image. (f) Optical flow map. (g) Saliency map. (h) Result.

(i) Source image. (j) Optical flow map. (k) Saliency map. (l) Result.

Figure 6.14: Examples where a saliency map correctly predicts fixation locations. The most
salient location is marked by a green circle and a fixation by a red circle (λ = 0.5).

Even though the best performance of our novel method occurs when λ = 0.40, moving
objects do not attract the attention constantly. Directing the gaze to objects in motion occurs
mostly at the beginning of object recognition, afterwards the same objects are usually not
tracked anymore. Using motion innovation, saliency of a constantly moving trolley at the
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same location can be reduced, as shown in Figure 6.15. However, our motion innovation
map does not track objects, it just learns about the motion direction and magnitude at a given
location. Hence, our innovation map considers objects moved to another location or objects
that change motion as novelty.

(a) Source image. (b) Optical flow map. (c) Motion saliency map.

(d) Motion innovation map. (e) Saliency map. (f) Result.

Figure 6.15: Motion innovation reduces a final saliency value at locations where motion has
not been changed. The most salient location is marked by a green circle and a fixation by a
red circle (λ = 0.5).

Due to the task of looking for some products in a store, top-down attention suppresses motion
saliency and directs the gaze to static parts of a scene – shelves. Because of that, motion in
this dataset is less important than static saliency (Figure 6.16).

(a) Source image. (b) Optical flow map. (c) Saliency map. (d) Result.

Figure 6.16: Top-down attention directs the gaze to shelves. The most salient location is
marked by a green circle and a fixation by a red circle (λ = 0.5).

Figure 6.17 represents a situation when there is no distinct maximum in a saliency map and
attention remains in a central position.

Using an optical flow map in Figure 6.17 we cannot detect distant movements of person at
the top of a frame. Optical flow is an approximate 2D representation of 3D motion. Using the
depth information motion processing could scale the flow magnitude according the distance
from a viewer and attention prediction would be more precise. Objects nearer to a viewer
are more attentive than distant parts of a scene, as shown in Figure 6.18.
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(a) Source image. (b) Optical flow map. (c) Saliency map. (d) Result.

Figure 6.17: In case of no dominant, visual stimuli attention remains in a central position.
The most salient location is marked by a green circle and a fixation by a red circle (λ = 0.5).

(a) Source image. (b) Optical flow map. (c) Saliency map. (d) Result.

Figure 6.18: Distance plays an important role in visual attention, due to which objects nearer
to a viewer are more attentive. The most salient location is marked by a green circle and a
fixation by a red circle (λ = 0.5).
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Chapter 7

Conclusion

The goal of this thesis is a novel spatiotemporal bottom-up saliency model.

We have focused on characteristics of human attention and some applications of saliency
models in this master thesis. We have also described essential features of saliency models
and focused on hierarchical saliency models.

We have analysed one of the most popular hierarchical models presented in (Itti et al., 1998)
and discussed its advantages, disadvantages and possible improvements.

Consequently, we have proposed a novel hierarchical superpixel-based saliency model which
is a combination of a standard hierarchical and a superpixel approach in Chapter 5. Our
saliency model based on Feature Integration Theory processes 3 visual features – intensity,
colour and orientation. Superpixel segmentation allows us to partially involve object-based
attention in our model which absents in standard hierarchical methods.

We have implemented the model in C++ language using OpenCV and VlFeat library.

The novel superpixel-based model as well as our implementation of the model inspired
by (Itti et al., 1998) were evaluated on Toronto dataset (Tsotsos – Bruce, 2006) with a set of
natural scene images. The main benefit of superpixels in our model is respecting the shape
of objects in the visual attention processing. Our model is nearly always successful in the
prediction of the most viewed location in case of simple images. In case of natural scenes,
our attention is influenced by top-down stimuli too. Since our model is bottom-up only, we
cannot exactly measure its accuracy on this dataset. Despite of that, a significant improve-
ment can be achieved using our proposed superpixel-based saliency model compared with
the standard model (Itti et al., 1998). The improvement is observable as higher precision of
saliency in those cases where the scene is well suited for a bottom-up saliency modelling
without top-down factors at all. The main reason is the superpixel segmentation of an input
which can correspond to object edges.

However, a saliency map obtained from the novel method models only static effects of our
attention. In order to include also temporal aspects of human attention, we have designed
and implemented our own algorithm for detecting salient regions in video sequences. The
algorithm joins visual saliency of static as well as dynamic stimuli. Our spatiotemporal
saliency model covers a dynamic impact of visual attention such as speed or changes in a
scene.

The superpixel-based saliency model was extended by the fourth feature – motion. This



Chapter 7. Conclusion Bc. Patrik Polatsek

dynamic feature is extracted from an optical flow map characterising the motion direction
and the magnitude of each video frame. Combining static and dynamic attentional factors
we have created a complex saliency model that may better predict human attention than static
methods.

The spatiotemporal model was evaluated on a private video dataset captured at a shopping
mall. It is supplemented by eye tracking data and optical flow maps. Saliency maps created
using motion feature have higher saliency values at fixation locations than spatial maps.
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Appendix A

Technical Documentation

Implementation of our saliency model is done in C++ language using the OpenCV library
and the Vlfeat library. Source codes of our solution are attached on DVD.

Here are some interesting parts of our novel superpixel-based saliency model:

• Listing A.1: difference between superpixel histograms,

• Listing A.2: difference between Gaussian pyramid layers,

• Listing A.3: superpixel Gaussian smoothing,

• Listing A.4: superpixel Gaussian pyramid,

• Listing A.5: spatial form of the superpixel-based saliency model,

• Listing A.6: intensity conspicuous map.
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Listing A.1: Difference between superpixel histograms.
void SuperpixelFeatureProcessor::absdiffSuperpixel(const Mat &

centerLabelsMap, const Mat &surroundLabelsMap, superpixel_map &

centerSuperpixelsMap, superpixel_map &surroundSuperpixelsMap, Mat &

output, const int compareMethod)

{

output = Mat::zeros( centerLabelsMap.size(), CV_64F ); //

difference between pyramid layers

for( int i = 0; i < centerLabelsMap.rows; i++ )

{

for( int j = 0; j < centerLabelsMap.cols; j++ )

{

Mat centerHistogram, surroundHistogram;

centerHistogram = centerSuperpixelsMap[

centerLabelsMap.at<vl_uint32>(i, j) ]; //

superpixel histogram at center scale

surroundHistogram = surroundSuperpixelsMap[

surroundLabelsMap.at<vl_uint32>(i, j) ]; //

superpixel histogram at surround scale

// compare histograms

if( compareMethod == COMP_MEAN_COL )

output.at<double>(i, j) = abs(

getMeanColor( centerHistogram ) -

getMeanColor( surroundHistogram ) );

else if( compareMethod == COMP_MEAN_VECTORS )

output.at<double>(i, j) =

getMotionDifference( centerHistogram,

surroundHistogram );

else if( compareMethod == CV_COMP_CORREL ||

compareMethod == CV_COMP_INTERSECT )

output.at<double>(i, j) = 1 - abs(

compareHist( centerHistogram,

surroundHistogram, compareMethod ) );

else

output.at<double>(i, j) = compareHist(

centerHistogram, surroundHistogram,

compareMethod );

}

}

}
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Listing A.2: Difference of Gaussians.
void SuperpixelIntensityProcessor::DoG(const vector<vector<Mat>> &

labelsPyramids, vector<vector<superpixel_map>> &superpixelsPyramids,

const set<int> &centerScale, const set<int> &surroundScale, vector<Mat

> &differences)

{

Mat pyr_c, pyr_s;

const vector<Mat> &labelsPyramid = labelsPyramids[0];

vector<superpixel_map> &superpixelsPyramid = superpixelsPyramids

[0];

for( int i : centerScale )

{

labelsPyramid[i].copyTo( pyr_c );

for( int j : surroundScale )

{

Mat diff;

pyr_s = labelsPyramid[i+j];

resize( pyr_c, pyr_c, pyr_s.size(), 0., 0.,

INTER_NEAREST );

absdiffSuperpixel( pyr_c, pyr_s,

superpixelsPyramid[ i ], superpixelsPyramid[ i

+j ], diff, CV_COMP_CORREL ); // difference

between SPXs

normalize( diff, diff, 0, 1, NORM_MINMAX );

differences.push_back( diff );

}

}

}
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Listing A.3: Superpixel Gaussian smoothing.
void SuperpixelFeatureProcessor::computeGaussian(superpixel_map &

superpixels, std::map<short, Neighborhood> &neighborhood, const Mat &

labels, superpixel_map &prev_superpixels, int norm_type)

{

const int kernel_size = 3;

std::map<short, Neighborhood>::iterator it;

MatND histogram[ kernel_size*kernel_size ];

Mat gaussian;

gaussian = getGaussianKernel( kernel_size, -1, CV_32F ) *
getGaussianKernel( kernel_size, -1, CV_32F ).t();

for( it = neighborhood.begin(); it != neighborhood.end(); it++ )

// konvolve with Gaussian filter (3x3)

{

Mat finalHistogram, doubleHist;

prev_superpixels[ it->first ].convertTo( doubleHist,

CV_64F );

histogram[0] = getHistogramFromBlock( it->first, it->

second.neighbors_UL, prev_superpixels );

histogram[1] = getHistogramFromBlock( it->first, it->

second.neighbors_U, prev_superpixels );

histogram[2] = getHistogramFromBlock( it->first, it->

second.neighbors_UR, prev_superpixels );

histogram[3] = getHistogramFromBlock( it->first, it->

second.neighbors_L, prev_superpixels );

histogram[4] = doubleHist;

histogram[5] = getHistogramFromBlock( it->first, it->

second.neighbors_R, prev_superpixels );

histogram[6] = getHistogramFromBlock( it->first, it->

second.neighbors_BL, prev_superpixels );

histogram[7] = getHistogramFromBlock( it->first, it->

second.neighbors_B, prev_superpixels );

histogram[8] = getHistogramFromBlock( it->first, it->

second.neighbors_BR, prev_superpixels );

superpixelConvolution( histogram, gaussian, kernel_size,

finalHistogram );

finalHistogram.convertTo( finalHistogram, CV_32F );

superpixels.insert( make_pair( it->first, finalHistogram

) );

}

}
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Listing A.4: Superpixel Gaussian pyramid.
void SuperpixelFeatureProcessor::createPyramid(const int levels, Mat &

labels, superpixel_map superpixels[], vector<Mat> &labelsPyramid,

vector<superpixel_map> superpixelsPyramid[], int norm_type, const int

n)

{

neighborMaps.clear();

labelsPyramid.push_back( labels );

for( int j = 0; j < n; j++ )

superpixelsPyramid[j].push_back( superpixels[j] );

for( int i = 1; i <= levels; i++ ) // build the next layer ->

downsample the label map and convolve it by Gaussian

{

Mat labelsLayer;

neighbor_map neighborMap;

resize( labelsPyramid[ i-1 ], labelsLayer, Size(

labelsPyramid[ i-1 ].size().width / 2, labelsPyramid[

i-1 ].size().height / 2 ), 0, 0, INTER_NEAREST );

labelsPyramid.push_back( labelsLayer );

// extract neighbourhoods of superpixels

extractSuperpixelNeighborhoods( labelsLayer, neighborMap

);

neighborMaps.push_back( neighborMap );

// apply Superpixel Gaussian smoothing for all dimensions

for( int j = 0; j < n; j++ )

{

superpixel_map superpixelsLayer;

computeGaussian( superpixelsLayer, neighborMap,

labelsLayer, superpixelsPyramid[j][ i-1 ],

norm_type ); // compute Gaussian of a new

layer

superpixelsPyramid[j].push_back( superpixelsLayer

);

}

}

}
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Listing A.5: Spatial superpixel-based saliency model.
Mat SuperpixelModel::createSaliencyMap(const Mat &input)

{

vector<Mat> conspicuousMaps;

vector<double> weights;

SuperpixelFeatureProcessor *featureProcessor;

vl_size regionSize[2] = { 15, 30 }; // superpixel size

vl_size minRegionSize[2] = { 5, 15 }; // minimum superpixel size

float regularization = 0.1f;

int steps = 2;

for( int i = 0; i < steps; i++ )

{

Mat mapI, mapC, mapO;

// intensity conspicuous map

featureProcessor = new SuperpixelIntensityProcessor(

pyrLevels, centerScale, surroundScale, regionSize[i],

regularization, minRegionSize[i], true );

featureProcessor->process( input, mapI );

conspicuousMaps.push_back( mapI );

weights.push_back( 0.45 / steps );

delete featureProcessor;

// colour conspicuous map

featureProcessor = new SuperpixelColorProcessor(

pyrLevels, centerScale, surroundScale,

zeroThresholdRatio, regionSize[i], regularization,

minRegionSize[i], false );

featureProcessor->process( input, mapC );

conspicuousMaps.push_back( mapC );

weights.push_back( 0.3 / steps );

delete featureProcessor;

// orientation conspicuous map

featureProcessor = new SuperpixelOrientationProcessor(

pyrLevels, centerScale, surroundScale, regionSize[i],

regularization, minRegionSize[i], false );

featureProcessor->process( input, mapO );

conspicuousMaps.push_back( mapO );

weights.push_back( 0.25 / steps );

delete featureProcessor;

}

// combination of maps into a saliency map

return fuseConspiciousMaps( conspicuousMaps, weights );

}
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Listing A.6: Intensity conspicuous map.
void SuperpixelIntensityProcessor::process(const Mat &input, Mat &map)

{

Mat intensity, labels;

vector<Mat> labelsPyr, differences;

vector<vector<Mat>> labelsPyramids;

vector<superpixel_map> superpixelsPyr;

vector<vector<superpixel_map>> superpixelsPyramids;

superpixel_map superpixels;

createIntensity( input, intensity ); /// convert to grayscale

computeIntensityLabels( input, labels, regionSize, regularization

, minRegionSize, recomputeSuperpixels );

representSegmentsByHistograms( &intensity, labels, &superpixels,

NORM_MINMAX );

createPyramid( levels, labels, &superpixels, labelsPyr, &

superpixelsPyr, NORM_MINMAX, recomputeSuperpixels ); ///

create intensity pyramid

labelsPyramids.push_back( labelsPyr );

superpixelsPyramids.push_back( superpixelsPyr );

DoG( labelsPyramids, superpixelsPyramids, centerScale,

surroundScale, differences ); /// create feature intensity

maps (difference of gaussians)

createMap( differences, input.size(), map ); /// create

conspicuous intensity map

resize( map, map, input.size() );

}
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Appendix B

User Guide

The following minimum software requirements must be met to run our saliency model:

• Microsoft Visual Studio 2012,

• OpenCV 2.4.61,

• Vlfeat 0.9.182.

Our implementation offers three options:

1. standard hierarchical model: It runs the standard model based on (Itti et al.,
1998) and creates saliency maps for an input image dataset.

2. spatial superpixel-based model: It runs our spatial superpixel-based model and
creates saliency maps for an input image dataset.

3. spatiotemporal superpixel-based model: It runs our spatiotemporal superpixel-
based model and creates saliency maps for an input video dataset.

All saliency models attached on DVD compute saliency maps and visualise human fixations,
eventually the most viewed location with red circles and the most salient position with green
circles. The C++ program displays stepwise all conspicuous maps used in the fusion into a
single saliency map.

Standard Hierarchical Model

The first choice creates saliency maps for images using the standard hierarchical model (Itti
et al., 1998). This option requires paths to the folder with images and the folder with fixation
maps produced from eye tracking data as input. These folders must contain images named
as X.jpg and gray-scaled fixation maps named as dX.jpg, where X is the ordinal number
(starting from 1).

Spatial Superpixel-Based Model

The second option is our novel spatial superpixel-based model described in Chapter 5. It
processes the same input as in the standard hierarchical saliency model.

1http://opencv.org/
2http://www.vlfeat.org/

http://opencv.org/
http://www.vlfeat.org/
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Spatiotemporal Superpixel-Based Model

The last choice creates saliency maps using our spatiotemporal version of the superpixel-
based algorithm. In contrast to the previous options, it analyses video sequences. Five
parameters are required to run this model. The first parameter is the folder path with video
frames. Each frame must be named as rgb_XXXXXX.jpeg, where X is the ordinal number
(starting from 000000). The next input is the folder with images, where the second half of
the image XXXXXX.png corresponds to a 2-channel optical flow map with the half size of the
frame. The first channel characterises the flow orientation and the second one specifies the
flow magnitude. The third parameter of this model is the file path to eye tracking data. Each
line of this text files consists of the video frame ID and the fixation position. The fourth
parameter enables or disables motion innovation in the model and the last input adjusts the
motion rate in resulting saliency maps.
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IIT.SRC 2015 paper

Our full paper was accepted for IIT.SRC 2015. It is the student research conference in
Informatics and Information Technologies organised by the Faculty of Informatics and In-
formation Technologies of the Slovak University of Technology in Bratislava.
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Abstract. Prediction of human visual attention is more and more frequently

applicable in computer graphics, image processing, human-computer interaction

and computer vision. Saliency models implement bottom-up factors of visual

attention and represent the conspicuousness of a given environment using a

saliency map. Standard hierarchical saliency methods do not respect the shape

of objects and model the saliency as the pixel-by-pixel difference between the

centre and its surround. The aim of our work is to improve the saliency prediction

using a superpixel-based approach whose regions should correspond to object’s

borders. In this paper we propose a novel saliency method that combines a

hierarchical processing of visual features and a superpixel-based segmentation.

The proposed method is compared with existing saliency models and evaluated

on a publicly available dataset.

1 Introduction

Our environment contains many objects which provide us a huge amount of visual information. The

human brain has limited computational capacities, due to which it cannot process all incoming visual

data. Thus attention provides mechanisms of reducing and selecting important information. Visual

attention helps us to decide where to move our eyes and which parts of a scene should be deeper

processed [2].

There are various factors that influence our attention. We can divide them into two main

categories [5]:

1. stimulus-driven bottom-up factors such as colour, contrast, orientation, texture and movement,

2. and goal-driven top-down factors involving prior knowledge, experiences, expectations, tasks

or goals.

Bottom-up attention is based on visual characteristics of a scene which automatically draw the

attention. It is related to the term saliency. Saliency is the vividness of a stimulus which stands out

relatively from its neighbour.

∗ Master study programme in field: Information Systems

Supervisor: Dr. Vanda Benešová, Institute of Informatics and Software Engineering, Faculty of Informatics

and Information Technologies STU in Bratislava

IIT.SRC 2015, Bratislava, April 23, 2015, pp. 1–8.
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In recent decades scientists have studied mechanisms of human attention to determine regions

of interest. Visual attention modelling has a wide range of applications such as computer graphics,

image processing, human-computer interaction, psychology, neurophysiology and computer vision.

2 Related Work

According to the type of processing, we divide attention models on bottom-up, top-down and those

that combine both processes. The majority of them models bottom-up attention. The result of such

models is a saliency map which is a topographic representation of visual saliency of a scene [2].

Hierarchical (cognitive) models are biologically inspired models based on hierarchical decom-

position of visual features inspired by Feature Integration Theory (FIT) [11]. According to the

theory, in early and parallel pre-attentive processing a scene is analysed to identify individual fea-

tures. Within the second, focused attention phase various features are combined and integrated to

perceive whole objects.

One of the most known bottom-up hierarchical model is presented in [7]. It extracts three

visual features – colour, intensity and orientation. The model uses the Opponent-Process Theory

of Colour Vision based on two opponent-colour mechanisms: red-green and blue-yellow. The

characteristics of texture and local orientation are obtained using the Gabor kernel. This model

creates Gaussian pyramids for red, green, blue, yellow, intensity channel and local orientations. The

structure of retinal ganglion receptive fields is characterised by center-surround organisation. This

model achieves center-surround operations as the point-to-point difference between finer scales of

Gaussian pyramid representing the center and coarser scales representing the surroundings that leads

to multiple feature maps. Normalised feature maps are combined into three conspicuous maps for

intensity, colour and orientation and finally into a single saliency map.

Bayesian models [13] are probabilistic frameworks which combine a bottom-up saliency with

the effects of prior visual experience.

Decision-theoretic models [4] are based on the theory known as discriminant saliency selecting

optimal attributes that most distinguish a visual class of interest from the other classes.

Information-theoretic models [3] are based on the theory which assumes that saliency results in

the maximum information sampled from a given environment.

Graphical models use graph-based computations to create a saliency map. Nodes of a graph

present a set of variables and edges their probabilistic dependencies. An eye movement sequence

treated as a time-ordered sequence is modelled in [10] using a Markov model.

Spectral analysis models process images in the frequency domain instead of the spatial domain.

The model mentioned in [6] is based on the spectral residual obtained as the difference between the

original and smoothed version of the log spectrum.

Pattern classification [9] models use supervised machine learning algorithms to learn the visual

attention from eye-tracking data or labelled salient regions.

Reinforcement learning models [8] predict the saliency using the reinforcement learning algo-

rithm.

3 Proposed Algorithm

We introduce a novel method called Hierarchical Superpixel-Based Saliency Model for the detection

of bottom-up saliency.

In order to at least partially cover the focused phase of attention that includes the integration

of visual features to objects, we implement a superpixel-based saliency in our model instead of a

simple pixel-by-pixel-based difference of Gaussian pyramid layers proposed in [7]. Our model is

also a hierarchical saliency model based on FIT that integrates intensity, colour and orientation.
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Figure 1. Superpixel Gaussian convolution.

A superpixel represents a visually coherent region which can better correspond to object contours

than a rigid structure of pixels. The usage of superpixels is the primary difference between our model

and the standard hierarchical model in [7].

The proposed solution segments input images using Simple linear iterative clustering (SLIC) [1]

algorithm. SLIC is performed twice in the model with two different region sizes of 15 and 30.

3.1 Superpixel Gaussian Pyramid

Due to the usage of superpixels, the standard algorithm for Gaussian pyramid is replaced by our

superpixel version. Each pyramid layer consists of a superpixel map representing the locations of

all superpixels and a set of superpixel histograms.

Within the first pyramid layer 1D superpixel histograms are constructed using one of three visual

features.

In order to create the next layers, we have to downsample the superpixel map to the half size.

Then we search neighbours to all superpixels in this resized superpixel map. The neighbour

assignment procedure processes superpixel borders per pixel. Each border pixel is classified into one

of the following categories based on its location to the analysed superpixel: left (L), right (R), upper

(U), bottom (B), upper-left (UL), bottom-left (BL), upper-right (UR) and bottom-right (BR). Within

each category, neighbours are characterised by a weight which depends on the boundary length with

the superpixel. Longer the mutual boundary is, higher weight is assigned to the neighbour.

After the processing of the whole superpixel neighbourhood, we can build a histogram matrix

of size 3× 3. The center element corresponds to the analysed superpixel histogram HSPX .

All 8 location categories are presented with a cumulated histogramHcumi
defined as the weighted

sum of all neighbour histograms connected to the category.

The rest of the histogram matrix is build using the 8 cumulated histograms of all location

categories. Each cumulated histogram is assigned to the position in the matrix depending on the

category name, for example the upper-left cumulated histogram takes place in the first (upper-

left) position of the matrix. The histogram matrix is finally convolved with the discrete Gaussian

kernel (Figure 1). In case of convolution at image borders where empty location categories without

any neighbours may occur, the cumulated histogram of such categories equals to the histogram of

analysed superpixel HSPX .

In order to create a pyramid layer this procedure is repeated for all superpixels.

To produce the rest of Gaussian pyramid layers, the whole process is iteratively performed with

the half size of an input superpixel map.

3.2 Superpixel Feature Processing

After the segmentation of an input image into superpixels using SLIC algorithm, our saliency model

processes subsequently all features. For each feature it represents individual superpixels by a

histogram. The superpixel map and the histogram set enter in the iterative process of the superpixel

Gaussian pyramid as the first layer.

After the creation of the whole Gaussian pyramid, our model compares center and surround

layers of the pyramid per pixel. In order to achieve the center-surround differences, we find
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Figure 2. Difference between center and surround scales of superpixel Gaussian pyramid.

superpixels which contain compared pixels at the center and surround scale. Then we measure

the similarity between the histograms belonging to these selected superpixels using a histogram

matching algorithm. Such a difference between the layers produces a feature map (Figure 2).

3.2.1 Intensity

In order to analyse the intensity feature, an image is simply converted to grayscale. Superpixels are

described by 1D histograms with 128 bins. A value of each pixel in the resulting feature map is

computed using the correlation method as the follows:

FMI(x, y) = 1− abs(dcorrel(Hc(x, y), Hs(x, y)), (1)

where dcorrel is a correlation coefficient, Hi(x, y) is a histogram of a superpixel at the scale i which

contains a pixel at position [x, y] and subscripts c and s denote a center and a surround scales.

3.2.2 Colour

An input image is at first converted to 4-channel RGBY colour space for colour feature processing.

Each colour channel is defined by its 1D histogram with 128 bins. The process implements the

Opponent-Process Theory. The center-surround is expressed as the difference between mean colour

values of compared superpixels for both opponent pairs:

FMRG(x, y) = norm(abs(max(HdiffR)−max(HdiffG))), (2)

FMBY (x, y) = norm(abs(max(HdiffB )−max(HdiffY ))), (3)

where norm normalises values within the interval 〈0, 1〉, max is the most frequently colour and

HdiffCOL
is a difference of histograms of colour channel COL at a center c and a surround s scale

defined as HdiffCOL
(x, y) = abs(HCOLc

(x, y)−HCOLs
(x, y)).

3.2.3 Orientation

The processing of orientation feature starts with the image conversion to grayscale colour space.

Each superpixel is characterised with a histogram of oriented gradients with 9 bins. Orientation

differences are computed with the same correlation-based method as in intensity feature maps:

FMO(x, y) = 1− abs(dcorrel(Hc(x, y), Hs(x, y)). (4)

3.3 Saliency Map

Extracted feature maps are combined into 3 conspicuous maps of intensity, colour and orientation

for each used region size in SLIC algorithm. After their normalisation, they are linearly combined

to create a single saliency map (Figure 3).
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(a) Source image. (b) Saliency map. (c) Source image. (d) Saliency map.

Figure 3. Hierarchical superpixel-based saliency map.

4 Evaluation

In order to evaluate the novel method we have implemented our superpixel-based model as well as a

standard hierarchical model inspired by [7] in C++ using OpenCV library. Both models were tested

on a publicly available Toronto dataset [12] (120 images, 20 subjects).

In order to measure the accuracy we use our own method – maxima distance. It measures

the distance between the most salient location on a saliency map and the location with the highest

density on a fixation map. In order to compute the distance, we take iteratively into account

together with the first maximum value of the fixation map also the next highest value as follows:

dMAXi
= mini (d(max(SM),maxi(FM))), where SM is a saliency map, FM is a fixation map

and maxi is the ith maximum value. The results are visualised in Figure 4.

If the highest values of saliency and fixation maps are only considered, the total Euclidean

distance produced by our model is 18250 px what is very similar to the results of a standard

hierarchical model – the total distance of 18261 px.

Figure 4. Normalised maxima distance.

To compare the models, we have also used standard methods such as the similarity metric

defined as S =
∑

x min(SM(x), FM(x)) and the Kullback-Leibler (KL) divergence computed as

KLdiv =
∑

x FM(x) ∗ log
(

FM(x)
SM(x)+ǫ

+ ǫ
)

, where ǫ is a small constant.

The results of all evaluation methods produced by our model are very close to the results of a

standard hierarchical model as shown in Table 1.

Wrong classification of the most salient location is often the result of the absenting top-down

attention in this hierarchical model. The top-down part of our saliency can affect the conspicuousness

of objects more significantly in such complex scenes than in simple ones. It is focused in most cases

on objects such as texts, human faces or traffic signs that may not be salient in terms of our model.

Despite of that, there are scenes where our model outperforms the standard one. The main

reason is the superpixel segmentation of an input which can correspond to object edges.
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Table 1. Comparison of a standard hierarchical model based on [7] and a novel model on Toronto [12].

Model Max.dist. Similarity KL-div.

MAX1 Avg. Med. Avg. Med.

Standard 18261 px 0.3969 0.3992 1.1649 1.1484

Superpixel 18250 px 0.3939 0.3979 1.1870 1.1334

5 Conclusion and Future Work

In this paper we have presented a novel saliency model that integrates a hierarchical and a superpixel-

based approach. The main benefit of superpixels in our model is respecting the shape of objects

in the visual attention processing. Our model achieves on a publicly available dataset very similar

results to a standard hierarchical model based on [7].

We will further focus on dynamic stimuli such as a motion contrast that significantly influence

our attention. Combining static and dynamic attentional factors we create a complex spatiotemporal

model that may better predict human attention.
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field of computer graphics, image processing and applications held in Smolenice castle. Our
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Abstract

Prediction of human visual attention is more and more fre-
quently applicable in computer graphics, image processing, human-
computer interaction and computer vision. Human attention is
influenced by various bottom-up stimuli such as colour, intensity
and orientation as well as top-down stimuli related to our memory.
Saliency models implement bottom-up factors of visual attention
and represent the conspicuousness of a given environment using a
saliency map. In general, visual attention processing consists of
identification of individual features and their subsequent combina-
tion to perceive whole objects. Standard hierarchical saliency meth-
ods do not respect the shape of objects and model the saliency as
the pixel-by-pixel difference between the centre and its surround.
The aim of our work is to improve the saliency prediction using a
superpixel-based approach whose regions should correspond to ob-
jects borders. In this paper we propose a novel saliency method
that combines a hierarchical processing of visual features and a
superpixel-based segmentation. The proposed method is compared
with existing saliency models and evaluated on a publicly available
dataset.

CR Categories: I.4.8 [IMAGE PROCESSING AND COM-
PUTER VISION]: Scene Analysis—Scene Analysis; I.2.10 [AR-
TIFICIAL INTELLIGENCE]: Vision and Scene Understanding—
Perceptual reasoning;

Keywords: saliency, visual attention, saliency map model, super-
pixel

1 Introduction

The human brain, analogous to a computer, has limited computa-
tional capacities, due to which it cannot process all incoming visual
data. Thus an attention provides mechanisms of reducing and se-
lecting important information [Mancas 2007] [Borji and Itti 2013].
Visual attention modelling has a wide range of applications. In re-
cent decades scientists have studied mechanisms of human attention
to determine regions of interest from the huge amount of visual in-
formation. In general, there are two ways of selecting the regions
which attract the attention [Mancas 2007]:

1. Measuring the attention: track eye movements, investigate
brain activity and study human behaviour.

2. Computing the attention: create an algorithm that predicts
salient regions on images or video sequences.

There are many factors for division of attention models [Borji and
Itti 2013].

According to the type of processing, we divide the models on
bottom-up, top-down and those that combine both processes. The
majority of them models bottom-up attention. The result of such
models is a saliency map which is a topographic representation of
visual saliency of a scene.

∗e-mail:patrik.polatsek@gmail.com
†e-mail:benesova@fiit.stuba.sk

Most attention models use only spatial visual information to create
a saliency map. Dynamics and constant changes of a real-world en-
vironment indicate the requirement to model spatiotemporal effects
of attention. In order to append temporal information to attention
models and predict the attention from videos, we can use dynamic
stimuli such as motion contrast or implement learning processes in
attention.

Superpixels are regions in an image which can be used as basic
units in the next image processing like segmentation, visual salience
mapping or object detection [Benesova and Kottman 2014]. Super-
pixels typically cover the whole image, they are distributed regu-
larly with respect to the nature of the input image, the desirable vari-
ation of the size of superpixels is preferably small and the boundary
of superpixels has to be corresponding with the natural boundary of
objects presented on the image. The goal of this work was to cre-
ate a saliency model using superpixels as basic segmentation units.
Our expectation is an increase in local accuracy. Superpixels follow
naturally edges and hence they are more favorable compared to the
commonly used regular regions as for example rectangle or circle.

Applications Detecting salient objects can be applied in robotics.
An example of such application is presented in [Scheier and Egner
1997]. Using saliency map robots may obtain an active vision and
shift their view on important parts of an environment [Vijayaku-
mar et al. 2001]. Salient objects can be used in robots as localisa-
tion cues in order to orient and navigate themselves in the space in
cases when GPS navigation may not be applicable [Siagian and Itti
2009].

Another field of usage represents surveillance systems. The
SEARISE project called Smart Eyes is an active camera system that
is able to track and zoom in on salient objects with active binocular
cameras [Endres et al. 2011].

Saliency maps also have many different applications in computer
vision and graphics in image and video processing. Marchesotti et
al. [Marchesotti et al. 2009] use saliency detection for automatic
image thumbnailing. Visual saliency is applied in contextaware im-
age resizing in [Achanta and Susstrunk 2009]. Resizing image
ratios may deform objects. Saliency map shows the prominent re-
gions which ratios should be preserved. Detecting salient parts of
an image is also used in image retargeting large size images to small
size [Setlur et al. 2005]. The proposed method preserves important
objects by eliminating gaps among them. Images and videos can be
effectively compressed according to visual saliency. Salient regions
are stored at higher resolution than unimportant parts [Itti 2004].
Jacobson and Nguyen present in [Jacobson and Nguyen 2011] a
saliency application in frame rate-up conversion (FRUC).

Visual attention models can be useful in medical imaging [Le Callet
and Niebur 2013]. Understanding the visual attention by reading
medical images can automate pathology detection and localisation
process.

2 Related Work

In this chapter we focus on the state-of-the-art in visual attention
modelling. According to the attention type, models may be feature-



based, space-based or object-based.

2.1 Hierarchical Models

Hierarchical (cognitive) models are biologically inspired models
based on hierarchical decomposition of visual features using Gaus-
sian, Fourier or wavelet decomposition [Le Meur and Le Callet
2009].

These models are inspired by Feature Integration Theory
(FIT) [Treisman and Gelade 1980] which presents visual informa-
tion as a set of individual feature maps. In early and parallel pre-
attentive processing a scene is analysed to identify individual fea-
tures. Within the second, focused attention phase various features
are combined and integrated to perceive whole objects. Accord-
ing to the theory, attention is responsible for the object perception
instead of the perception of individual features.

FIT became a basis of the first theoretical biologically based atten-
tion model presented in [Koch and Ullman 1985]. First, elementary
features such as colour, orientation and direction are extracted in
parallel in order to create multidimensional topographical feature
maps at different scales, called the early representation. Locations
that differ mostly from their neighbourhoods are considered as the
most conspicuous. Feature maps are finally combined and fused
into a single saliency map. In order to determine the most salient lo-
cation in a visual scene, a so-called Winner-Take-All (WTA) neural
network is used. The properties of the winning location are trans-
ferred into the central representation.

One of the most known bottom-up saliency model based on the
previous model is presented in [Itti et al. 1998] (Example: Figure 1).
This model extracts the following visual features: colour, intensity
and orientation.

The model creates Gaussian pyramids for red R(σ), green G(σ),
blue B(σ), yellow Y (σ), intensity I(σ) channel and local orienta-
tions O(σ ,θ), where a pyramid level σ ranges from 0 to 8 and an
orientation θ ∈ {0,45,90,135}.

Colour channels of each pixel in the pyramid are defined by the
following forms:
R = r− (g+b)/2,
G = g− (r+b)/2,
B = b− (r+g)/2,
Y = (r+g)/2−|r−g|/2−b.

where r,g,b are red, green and blue color coordinates of the pixel in
the rgb color space. (Exact definition of the rgb color space depends
on the image acquisition device.)

The structure of ganglion neurons is characterised by center-
surround. The model achieves center-surround operations as the
difference between finer scales of Gaussian pyramid representing
the center and coarser scales representing the surroundings. Using
center-surround operations denoted as Θ, visual features are com-
puted. The model creates totally 42 different feature maps: 6 maps
for intensity, 12 for colours and 24 for orientation.

In order to determine the intensity contrast, intensity maps are com-
puted by the equation:

I(c,s) = I(c) Θ I(s). (1)

where c is center layer and s i surround layer.

According to the Opponent-Process Theory of Colour Vision [Her-
ing 1920], human colour vision is a response of opponent colour
channels. Colour stimuli are recombined and the colour perception

is a result of two opponent-colour mechanisms: red-green (RG) and
blue-yellow (BY ). This algorithm models the colour opponency by
the following colour maps:

RG(c,s) = |(R(c)−G(c)) Θ (G(s)−R(s))|, (2)

BY (c,s) = |(B(c)−Y (c)) Θ (Y (s)−B(s))|. (3)

In order to obtain the characteristics of texture and local orientation,
the image is filtered using linear 2D Gabor kernel. The filter is
created by multiplying Gaussian function with sinusoid at different
orientations θ . The image convolved with this kernel is a base of a
pyramid O which is used to obtain a last conspicuous map:

O(c,s,θ) = |O(c,θ) Θ O(s,θ)|. (4)

Each computed map is normalised and multiplied by (M − m)2,
where M is a global maximum and m is an average of local maxima.

The next step consists of across-scale combination of all feature
maps into 3 conspicuous maps for intensity I, colour C and orienta-
tion O which are normalised again.

Finally, these conspicuous maps are fused into a single saliency
map S:

S =
1

3

(

N(I)+N(C)+N(O)
)

, (5)

where N represents the map normalisation.

Figure 1: Input image is decomposed into several feature maps
fused into 3 conspicuous maps for intensity, colour and orientation.
The maps are finally combined into a single saliency map [Itti et al.
1998].

The most salient location is determined by the WTA network and
shifts to the next salient locations are performed using the inhibition
of return described in [Koch and Ullman 1985].

2.2 Bayesian Models

Bayesian models are probabilistic frameworks which combine
a bottom-up saliency with the effects of prior visual experi-
ence [Le Meur and Le Callet 2009]. Impact of top-down attention



could be modelled using Bayes’ rule. Zhang et al. [Zhang et al.
2008] proposed a Bayesian framework called SUN (Saliency Us-
ing Natural statistics) which takes into account searching of target’s
features.

2.3 Decision Theoretic Models

Decision-theoretic models are based on the theory known as dis-
criminant saliency that all saliency decisions as optimal in a
decision-theoretic sense. Saliency is considered as the selection
of optimal attributes that most distinguish a visual class of interest
from the other classes.

The theory was first proposed for top-down saliency processing
in [Gao and Vasconcelos 2004]. Gao et al. [Gao and Vasconce-
los 2009] define two different classes of stimuli:

1. a null hypothesis composed of non-salient background stim-
uli,

2. stimuli of interest composed of visual features distinguishing
the foreground from the null hypothesis.

Decision-theoretic models classify the locations of stimuli of inter-
est as salient with the lowest expected misclassification error prob-
ability.

Gao et al. in [Gao et al. 2008] extend the model and combines the
discriminant theory with center-surround differences of hierarchical
bottom-up saliency for intensity, colour and orientation presented
in [Itti et al. 1998].

2.4 Information Theoretic Models

Information-theoretic models are based on the theory which as-
sumes that saliency results in the maximum information sampled
from a given environment [Bruce 2008].

Bruce et al. in [Bruce and Tsotsos 2005] introduced the AIM (At-
tention based on Information Maximization) model measuring the
information content of each image patch using a self-information
defined as − log p(X), where X is a feature vector. The prod-
uct of all probability density functions of a local image region
leads to a joint likelihood that is easily converted to the self-
information [Bruce 2008].

2.5 Graphical Models

Graphical models use graph-based computations to create a
saliency map. Such models are probabilistic frameworks repre-
sented by a graph whose nodes present a set of variables and
edges their probabilistic dependencies. An eye movement sequence
treated as a time-ordered sequence is modelled using various meth-
ods such as Markov Models, Conditional Random Fields and Dy-
namic Bayesian Networks [Murty and Devi 2011; ?]. Salah et al.
[Salah et al. 2002] designed an attention graphical model for hand-
written digit and face recognition.

2.6 Spectral Analysis Models

Spectral analysis models process images in the frequency domain
for example using Fast Fourier Transform instead of the spatial do-
main.

A spectral analysis model based on the spectral residual was pro-
posed in [Hou and Zhang 2007]. The model adopts the idea that the
visual information is the summation of two parts:

H(image) = H(innovation)+H(prior knowledge), (6)

where H(innovation) denotes the novelty part and
H(prior knowledge) is the redundant part of the information.

In order to express the novelty part of the information, a down-
sampled input image I(x) (width of 64px) is transformed into the
spectrum by the Fourier Transform F and its amplitude A ( f ) and
phase P( f ) are derived:

A ( f ) = abs(F(x)),P( f ) = angle(F(x)). (7)

Consequently, the log spectrum representation L ( f ) is computed:

L ( f ) = log(A ( f )). (8)

The spectral residual R( f ), containing the innovation of an image,
is obtained as the difference between the original and smoothed
version of the log spectrum:

R( f ) = L ( f )−hn( f )∗L ( f ), (9)

where hn( f ) is an n×n average filter.

The final saliency map is built in the spatial domain using the In-
verse Fourier Transform F−1 and smoothed with a Gaussian filter
g(x):

S (x) = g(x)∗F−1[exp(R( f )+P( f ))]2. (10)

Loy et al. in [Loy et al. 2012] use the similar spectral residual
approach to detect salient motion.

2.7 Pattern Classification Models

Pattern classification models use supervised machine learning al-
gorithms to learn the visual attention from eye-tracking data or la-
belled salient regions. These models may cover bottom-up and top-
down attention too [Borji and Itti 2013].

Kienzle et al. [Kienzle et al. 2009] proposed a learning saliency
model that is trained on recorded eye tracking data. In order to
classify the saliency of image patches, the model uses the Support
Vector Machine (SVM) algorithm.

A model in [Judd et al. 2009] also uses the SVM classifier for atten-
tion prediction. A training data set consists of feature vectors from
fixation and random locations.

2.8 Reinforcement Learning Models

Reinforcement learning models predict the saliency using the rein-
forcement learning algorithm [Filipe and Alexandre 2013].

In the reinforcement learning (RL) inspired by behaviourist psy-
chology, an agent takes actions in an environment that change its
actual state and receives reward or penalty. The aim of the algo-
rithm is to learn the best sequence of agent’s actions that maximises
the cumulative reward [Alpaydin 2010].

Jodogne et al. [Jodogne and Piater 2007] introduced a learning
model based on the RL known as Reinforcement Learning of Vi-
sual Classes (RLVC). RLVC consists of two processes.



2.9 Model based on local low-level considera-

tions, global considerations, visual organiza-

tional rules, and high-level factors

The authors [Goferman 2012] define a new type of saliency:
context-aware saliency and propose an algorithm for the context-
aware saliency detection. One interesting observation has indicated
a gap between qualitative and quantitative evaluation. This gap has
been caused by the ground-truth saliency maps which are extremely
sparse and only the sparse points have been considered. Therefore
the visual assessment was somewhat biased in the presented results.

3 Proposed Algorithm

We introduce a novel model of bottom-up saliency using superpix-
els. The model segments input images converted to grayscale into
superpixels using SLIC algorithm [Achanta et al. 2012]. SLIC is
performed twice in the model with two different sizes of superpix-
els: 15 and 30. Each superpixel is represented by a 1D histogram.
Superpixel representation can partially include the integration of
visual features to objects in the human visual attention processing.
The model based on FIT integrates the following three features:
1. intensity, 2. colour, 3. orientation. The algorithm hierarchi-
cally processes all features using Gaussian pyramids with 6 layers.
Center-surround organisation of human ganglion cells is modelled
as a difference between finer and coarser levels of the pyramid. The
center is represented at scales c ∈ {0,1,2} and the surround scales
are s = c+δ , where δ ∈ {0,1,2} .

3.1 Superpixel Gaussian Pyramid

Due to the usage of superpixels, the standard algorithm for Gaus-
sian pyramid is replaced by our superpixel version (Figure 2). Each
pyramid layer consists of a superpixel map representing the loca-
tions of all superpixels and a set of superpixel histograms. Within
the first pyramid layer 1D superpixel histograms are constructed
using one of three visual features. In order to create the next lay-
ers, we have to downsample the superpixel map to the half of its
size. Then we search neighbours to all superpixels in this resized
superpixel map. The neighbour assignment procedure processes su-
perpixel borders per pixel. Each border pixel is classified into one
of the following categories based on its location to the analysed su-
perpixel: left (L), right (R), upper (U), bottom (B), upper-left (UL),
bottom-left (BL), upper-right (UR) and bottom-right (BR). Within
each category, neighbours are characterised by a weight which de-
pends on the boundary length with the superpixel. Longer the mu-
tual boundary is, higher weight is assigned to the neighbour.

After the processing of the whole superpixel neighbourhood, we
can build a histogram matrix of size 3x3. The center element corre-
sponds to the analysed superpixel histogram HSPX. All 8 location
categories are presented with a cumulated histogram defined as the
weighted sum of all neighbour histograms connected to the cate-
gory: Hcumi

= ∑ j H j ∗w j, where Hj is a neighbour histogram and
wj is a weight of the neighbour. The rest of the histogram matrix
is build using the 8 cumulated histograms of all location categories.
Each cumulated histogram is assigned to the position in the matrix
depending on the category name, for example the upper-left cumu-
lated histogram takes place in the first (upper-left) position of the
matrix. The histogram matrix is finally convolved with the discrete
3x3 Gaussian kernel (Figure 3). In case of convolution at image bor-
ders where empty location categories without any neighbours may

Figure 2: Scheme of hierarchical superpixel-based saliency model.

occur, the cumulated histogram of such categories equals to the his-
togram of analysed superpixel HSPX. In order to create a pyramid

Figure 3: Superpixel Gaussian convolution

layer this procedure is repeated for all superpixels. To produce the
rest of Gaussian pyramid layers, the whole process is iteratively
performed with the half size of an input superpixel map (Figure 4).

After the segmentation of an input image into superpixels using
SLIC algorithm, our saliency model processes subsequently all fea-
tures. For each feature it represents individual superpixels by a his-
togram. The superpixel map and the histogram set enter in the iter-
ative process of the superpixel Gaussian pyramid as the first layer.
After the creation of all levels of the Gaussian pyramid, our model
compares center and surround layers of the pyramid per pixel. In
order to achieve the center-surround differences, we find superpix-
els which contain compared pixels at the center and surround scale.
Then we measure the similarity between the histograms belonging
to these selected superpixels using a histogram matching algorithm.
Such a difference between the layers produces a feature map FM
(Figure 5).



Figure 4: Iterative process of superpixel Gaussian pyramid.

In general, the procedure to create a feature map consists of 4 steps:

1. superpixel segmentation,

2. representation of superpixels using histograms,

3. creating a superpixel Gaussian pyramid,

4. difference between center and surround pyramid layers.

3.2 Intensity

In order to analyse the intensity feature, an image is simply con-
verted to grayscale. Superpixels are described by 1D histograms
with 128 bins. Histogram comparison of Gaussian pyramid layers
is based on the correlation method described by Equation 11. A
value of each pixel in the resulting feature map is computed as the
follows:

FMI(x,y) = 1−abs(dcorrel(Hc(x,y),Hs(x,y)) (11)

where dcorrel correlation coefficient ranges from −1 to 1, Hi(x,y) is
a histogram of a superpixel at the scale i which contains a pixel at
position [x,y] and subscripts c and s denote a center and a surround
scales.

3.3 Colour

An input image is at first converted to 4-channel RGBY (Red Green
Blue Yellow) colour space for colour feature processing. Each
colour channel is defined by its 1D histogram with 128 bins. The
process also implements the Opponent-Process Theory of Colour
Vision, due to which it works with two opponent colour pairs -
RG and BY . The center-surround is expressed as the difference
between mean colour values of compared superpixels for both op-
ponent pairs:

FMRG(x,y) = norm(abs(max(Hdi f f R)−max(Hdi f f G)))). (12)

FMBY (x,y) = norm(abs(max(Hdi f f B)−max(Hdi f fY )))). (13)

where norm normalises values within the interval< 0,1 >, max
is the most frequently colour and Hdi f fCOL is a difference of his-
tograms of colour channel COL at a center c and a surround s scale
defined as:

Hdi f fCOL(x,y) = abs(HCOLc(x,y)−HCOLs(x,y)). (14)

3.4 Superpixel Feature Processing

3.5 Orientation

The processing of orientation feature starts with the image conver-
sion to grayscale colour space. Each superpixel is characterised
with a histogram of oriented gradients with 9 bins. Single chan-
nel input image I is filtered by the Sobel kernel (size 3x3)in both
directions. Image gradients are described by the gradient magni-

tude: G =
√

G2
xG2

y and the gradient direction : Θ = arctan(Gy/Gx)

Gradient directions of each superpixel are split into 9 angle inter-
vals. Each gradient pixel in the histogram of oriented gradient has
a weight proportional to its gradient magnitude. Orientation differ-
ences are computed with the same correlation-based method as in
intensity feature maps:

FMO(x,y) = 1−abs(dcorrel(Hc(x,y),Hs(x,y)). (15)

3.6 Saliency Map

In the next phase all extracted feature maps are combined into 3
conspicuous maps CM of intensity, colour and orientation for each
used region size in SLIC algorithm:

CMi = ∑
j

N(FMi j). (16)

First, small values of all feature maps are set to zero. Such maps are
modified using a normalisation operator N. The operator searches
for local maxima in rectangular image regions. An input is then
multiplied by N = (M−m)2, where M is the global maximum and
m is the average of all local maxima in image blocks. Finally, three
conspicuous maps are linearly combined to create the resulting to-
pography representation of image saliency called a saliency map
SM.

SM =
{15;30}

∑
reg

(0,45∗NI +0,3∗NC+0,25∗NO. (17)

where NI = N(CMIreg
), NC = N(CMCreg

), NO = N(CMOreg
) and reg

is a region size used in SLIC algorithm, N is a normalisation oper-
ator, I is an intensity, C is a colour and O is an orientation feature.
The position with the highest pixel value in the saliency map is the
location with the highest bottom-up saliency. Weighting factors re-
sulted from experiments as the best choice. Figure 6 is an example
of combining all conspicuous maps of intensity, colour and orienta-
tion into a single saliency map. The most salient location is marked
with a green circle in result image.

WTA algorithm of our model is performed by the suppressing of
the circular neighbourhood of the most salient location in the final
saliency map and the searching for a new location with the maxi-
mum saliency.

4 Implementation

The algorithm of our saliency model has been implemented in C++
language using OpenCV library. Implementation of the Superpixel
segmentation algorithm SLIC [Achanta et al. 2012] has been used
from VlFeat library .



Figure 5: Difference between center and surround scales of superpixel Gaussian pyramid.

Figure 6: Combining conspicuous maps into a saliency map. Left
to right, top to bottom: Analysed image, Intensity (region size 15),
Intensity (region size 30), Colour (region size 15), Colour (region
size 30), Orientation (region size 15), Orientation (region size 30),
Saliency map, The most salient location.

5 Results

The superpixel-based saliency method has been evaluated on an im-
age dataset which includes reference data acquired by the eye track-
ing and also compared with the Itti hierarchical model [Itti et al.
1998].

Saliency models were tested on a publicly available dataset1 called
Toronto [Tsotsos and Bruce 2006]. It contains 120 colour images
of 681×511 size obtained from natural indoor and outdoor scenes.
Images were freely observed by 20 subjects for 4 seconds. Each
image is accompanied with eye tracking data as well as a density
fixation map produced from the tracking data.

For visualisation purposes we label the most salient location in the
resulting saliency map with a green circle and the location with
highest value in a fixation map from eye tracker with a red circle as
shown in Figure 7.

We have also evaluated both models using three methods. The sim-
ilarity metric [Riche et al. 2013] represents the degree of similarity
between the normalised distributions of a saliency map SM and a

1http://www-sop.inria.fr/members/Neil.Bruce/

Figure 7: Example of a superpixel-based saliency map using su-
perpixel model. From left to right: source image, saliency map,
results. A green circle represents the predicted most salient loca-
tion and a red circle denotes the most viewed location detected by
the eye tracker.

Figure 8: Example of a superpixel-based saliency map created from
complex scenes with multiple objects. From left to right: source im-
age, saliency map, results. A green circle represents the predicted
most salient location and a red circle denotes the most viewed loca-
tion detected by the eye tracker.

Figure 9: Example of a superpixel-based saliency map from scenes
where the attention is focused on the centre of a given image. From
left to right: source image, saliency map, results. A green circle
represents the predicted most salient location and a red circle de-
notes the most viewed location detected by the eye tracker.

fixation map FM:

S = ∑
x

min(SM(x),FM(x)), (18)

where ∑x SM(x) = ∑x FM(x) = 1. A similarity score ranges from
0 to 1. If the distributions do not overlap, the score equals to zero.

To compare the models, we have also used the Kullback-Leibler
(KL) divergence [Riche et al. 2013; Le Meur and Baccino 2013].
The KL divergence is a nonnegative value that indicates the infor-
mation lost when a fixation map FM distribution is approximated
by a saliency map SM. The zero KL divergence occurs when the



Figure 10: Example of superpixel-based saliency maps from scenes
where the superpixel-based model outperforms the standard one.
From left to right: source image, saliency map, results. The most
salient location )calculated) and the most viewed locations (eye
tracker) are marked by green and red circles.

probability distributions are equal. It is computed by the following
form:

KLdiv = ∑
x

FMnorm(x)∗ log

(

FMnorm(x)

SMnorm(x)+ ε
+ ε

)

, (19)

where SMnorm(x) =
SM(x)

∑x SM(x)+ε
, FMnorm(x) =

FM(x)
∑x FM(x)+ε

and ε is

a small constant to avoid logarithm and division by zero.

The results of the similarity metric as well as the KL divergence
of the superpixel-based model are close to the results of the stan-
dard model (Figure 11 and 12). The median and the average of both
models for Toronto dataset are shown in Table 1. The saliency mod-
els are evaluated using the similarity metric and the KL divergence.

Figure 11: Similarity metric.

Figure 12: Kullback-Leibler divergence.

Table 1: Comparison of a standard hierarchical saliency model and
a novel superpixel-based model.

Model Similarity KL-div.
Avg. Med. Avg. Med.

Standard % 0.1969 0.1992 1.1649 1.1484
Superpixel % 0.1939 0.1979 1.1870 1.1334

The performance of saliency models are also compared by plotting
a graph called the receiver operating characteristic (ROC) curve.

The ROC curve [Le Meur and Baccino 2013] represents the tradeoff
between the true positive rate and the false positive rate.

The true positive rate also called the sensitivity is computed as

T PR = T P
T P+FN and the false positive rate FPR also known as the

fall-out is defined as FPR = FP
FP+T N = 1− SPC, where T P is true

positive, FP is false positive, T N is true negative, FN is false neg-
ative and SPC is specificity.

A saliency map is thresholded by a gradually increasing threshold,
a fixation map by a constant threshold and the true positive and false
positive rates are recorded. Using the rates the ROC curve is plotted
that specifies the sensitivity as a function of fall-out.

The ROC curve represented by Figure 13 shows that the superpixel-
based method is slightly more sensitive than the standard hierarchi-
cal saliency model.

Figure 13: ROC curve.

6 Conclusion

The superpixel-based model is nearly always successful in case of
simple images with a single dominant object. We have observed,
that the accuracy of the proposed model decreases with the com-
plexity of a given image as shown in Figure 8. Combining visual
features of images with multiple objects into a saliency map may
cause some mismatches. Wrong classification of the most salient
location is often the result of the absenting top-down attention in
this hierarchical model. The top-down part of our saliency can af-
fect the conspicuousness of objects more significantly in such com-
plex scenes than in simple ones.

The adjustment of a superpixel region size, a minimum region size
and a regularisation coefficient used in SLIC is crucial in the model.
If the selected parameters are insufficient, the resulting saliency
map may not properly detect conspicuous objects with a tiny size.
Despite of that, a significant improvement can be achieved using
our proposed superpixel-based saliency model compared with the
standard Itti model [Itti et al. 1998]. The improvement is observable
as higher precision of the saliency in those cases where the scene
is well suited for a bottom-up saliency modelling without top-down
factors at all. The main reason is the superpixel segmentation of an
input which can correspond to object edges.

In this paper we have presented a novel saliency model that inte-
grates a hierarchical and a superpixelbased approach. The main



benefit of superpixels in our model is respecting the shape of ob-
jects in the visual attention processing.

We will further focus on dynamic stimuli such as a motion contrast
that significantly influence our attention. Combining static and dy-
namic attentional factors we create a complex spatiotemporal model
that may better predict human attention.
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HERING, E. 1920. Grundzüge der Lehre vom Lichtsinn. Handbuch
der gesamten Augenheilkunde. J. Springer.
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Resumé

1 Úvod

Naše okolie nám poskytuje obrovské množstvo vizuálnych informácií. L’udský mozog má ale
podobne ako počítač obmedzené výpočtové kapacity, kvôli čomu nie je schopný spracovat’
všetky prichádzajúce dáta. Preto pozornost’ poskytuje mechanizmy na redukciu a selekciu
dôležitých informácií.

1.1 Motivácia

Väčšina modelov vizuálnej pozornosti pracuje so statickými obrazmi. Vizuálna informácia,
ktorú z prostredia získavame sa neustále mení. Preto je naším ciel’om rozšírit’ priestorový
model pozornosti o časovú informáciu. Výsledný časovo-priestorový model bude zahŕňat’
statické ako aj dynamické vplyvy pozornosti. Pomocou informácie z predchádzajúcich ob-
razov môžeme lepšie modelovat’ l’udskú pozornost’ .

Modelovanie vizuálnej pozornosti má obrovské možnosti využitia:

• robotika,

• bezpečnostné systémy

• spracovanie obrazu a videa, napr. orezávanie obrazu, zmena vel’kosti obrazu, video
kompresia,

• lekárske snímky,

• reklama a dizajn.

1.2 Požiadavky

Náš časovo-priestorový model pozornosti musí spĺňat’ nasledovné podmienky:

• identifikovat’ statické stimuly vizuálnej pozornosti na scéne,

• identifikovat’ statické a dynamické vplyvy vizuálnej pozornosti na videosekvenciách,

• vytvorit’ časovo-priestorový model významných čŕt,

• predpovedat’ polohu významných oblastí a fixácie očí na obraze a videu.

2 Pozornost’ a vnímanie scény

Pozornost’ optimalizuje procesy v mozgu tak, že sa zameria na jediný aspekt zo scény, pri-
čom ostatné bude ignorovat’. Hlavným ciel’om pozornosti všetkých živočíchov je upozornit’
na hroziace nebezpečenstvo a pomôct’ prežit’.

Hlavnými črtami pozornosti sú:
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• Selekcia: Zameriavame sa na určité prvky prostredia na úkor ostatných.

• Limitácia: Úroveň spracovania senzorických informácii v mozgu je limitovaná.

2.1 Zraková sústava

Spracovanie optických dát začína vstupom svetla cez malú dieru v dúhovke – zrenicu. Svetlo
sa koncentruje do jediného bodu na sietnici, ktorý sa nazýva fovea. Sietnica obsahuje recep-
tory citlivé na svetlo – tyčinky a čapíky. Prichádzajúce svetlo sa premieňa do elektrických
signálov v gangliových neurónoch a cez optický nerv sa dostane až do mozgu.

2.2 Vizuálna pozornost’

Existuje mnoho faktorov, ktoré ovplyvňujú našu vizuálnu pozornost’:

• stimulmi riadené bottom-up faktory,

• ciel’mi riadené top-down faktory.

Vnímanie je proces priradenia významu prichádzajúcej informácii, ktorý nastáva po bottom-
up a top-down spracovaní. Tieto dva mechanizmy nepracujú oddelene, ale navzájom spolu-
pracujú.

2.2.1 Bottom-up pozornost’

Bottom-up pozornost’ je vel’mi rýchla, nevedomá a založená na vizuálnych črtách scény,
ktoré automaticky pritiahnu pozornost’. Táto pozornost’ súvisí s pojmom význačnost’ (an-
glicky saliency). Je to nápadnost’ takého stimulu, ktorý relatívne vystupuje zo svojho okolia.
Typickými bottom-up faktormi sú farba, kontrast, orientácia, textúra a pohyb.

2.2.2 Top-down pozornost’

Top-down pozornost’ je ovplyvňovaná našimi predchádzajúcimi vedomost’ami, skúsenos-
t’ami, úlohami a ciel’mi. V porovnaní s bottom-up pozornost’ou, je tento typ pozornosti
omnoho pomalší a vedomý. Top-down spracovanie organizuje jednotlivé vizuálne príznaky
spracované bottom-up pozornost’ou do logického celku, ktorý dopĺňa o chýbajúce informá-
cie z našej pamäti.

2.3 Vnímanie pohybu

Stimuly, ktoré spôsobujú pohybové efekty môžeme rozdelit’ do nasledovných kategórií:

1. skutočný pohyb pohybujúcich sa objektov,

2. iluzórny pohyb objektov, ktoré sa v skutočnosti nehýbu:

(a) zdanlivý pohyb statických objektov zjavujúcich sa v mierne odlišných oblastiach
a vytvárajú tak ilúziu pohybu,
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(b) indukovaný pohyb statických objektov v okolí pohybujúceho sa objektu,

(c) druhotný pohybový účinok statických objektov po vzhliadnutí objektu v pohybe.

Podl’a Gibsonovej teórie z roku 1950, informáciu o pohybe získavame z optického pol’a.
Každý pohyb na scéne potom spôsobí lokálne narušenie tohto pol’a, tzv. optický tok. Optický
tok môžeme definovat’ ako relatívny pohyb elementov k pozorovatel’ovi.

3 Analýza dostupných riešení

Algoritmy, ktoré modelujú vizuálnu pozornost’ môžeme rozdelit’ podl’a mnohých kritérií.

Podl’a typu spracovania poznáme bottom-up, top-down modely a také, ktoré kombinujú oba
procesy spracovania. Väčšina z nich modeluje bottom-up pozornost’. Výsledkom týchto mo-
delov je mapa významných čŕt, ktorá je topografickou reprezentáciou vizuálnej význačnosti
scény.

Väčšina modelov pozornosti využíva len priestorovú vizuálnu informáciu. S použitím tem-
porálnej informácie vzniká časovo-priestorový model pozornosti, ktorý predpovedá pozor-
nost’ z videozáznamov.

Podl’a typu pozornosti ich zas delíme na modely založené na príznakoch, založené na pries-

tore a tie, ktoré sú založené na objektoch.

Tabul’ka 1 obsahuje najčastejšie kategórie modelov pozornosti spolu s ich základnou cha-
rakteristikou.

Tabul’ka 1: Prehl’ad modelov pozornosti.
Model Popis
hierarchické (kognitívne) hierarchická dekompozícia príznakov
Bayesove kombinácia význačnosti s predchádzajúcimi znalost’ami
rozhodovaco-teoretické diskriminačná teória význačnosti
informačno-teoretické maximalizovanie informácie z daného prostredia
grafické význačnost’ založená na grafových algoritmoch
spektrálno-analytické výpočet význačnosti vo frekvenčnej doméne
vzorovo klasifikačné strojové učenie z význačných vzorov
s učením s odmenou a trestom maximalizovanie získanej kumulovanej odmeny

3.1 Hierarchické modely

Hierarchické (kognitívne) modely sú biologicky inšpirované modely, ktoré využívajú hie-
rarchickú dekompozíciu vizuálnych príznakov na základe Teórie integrujúcej príznaky (an-
glicky Feature Integration Theory). Podl’a tejto teórie sa v prvej fáze spracovania analyzujú
jednotlivé príznaky scény. V d’alšej fáze sú tieto príznaky kombinované tak, aby sme vnímali
celé objekty.

Jedným z najznámejších hierarchických modelov je Ittiho model, ktorý extrahuje 3 príznaky
— farbu, intenzitu a orientáciu. Tento model využíva Oponentnú teóriu farebného videnia

založenej na dvoch oponentných farebných pároch: červená–zelená a modrá–žltá. Informácie
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o textúre a lokálnej orientácii sa získavajú pomocou Gaborovho filtra. Model potom vytvorí
pre všetky príznaky Gaussovu pyramídu. Receptívne pole gangliových buniek má štruktúru
typu stred-okolie. Algoritmus modeluje takúto štruktúru ako rozdiely medzi hrubšími a jem-
nejšími vrstvami Gaussovej pyramídy po pixeloch. Takéto rozdiely vytvárajú viaceré mapy
príznakov, ktoré sú kombinované do máp nápadnosti pre každý príznak. Na záver spojenie
týchto máp vedie k jedinej mape významných čŕt.

4 Analýza použitých princípov

Primárnym ciel’om tejto diplomovej práce je vytvorit’ bottom-up model významných čŕt.

Pre vytvorenie takéhoto modelu sme sa inšpirovali princípmi hierarchického Ittiho modelu
významných čŕt.

Vo všeobecnosti sa spracovanie vizuálnej informácie skladá z 2 častí. Najskôr sa identifikujú
jednotlivé príznaky a potom sú v druhej časti spracovania tieto príznaky spájané tak, aby sme
vnímali jednotlivé objekty. Avšak táto fáza je opomínaná v Ittiho modeli.

Aby sme aspoň čiastočne pokryli aj túto pozornost’, v našom modeli implementujeme vý-
značnost’ založenú na superpixeloch namiesto jednoduchého rozdielu medzi vrstvami Gaus-
sovej pyramídy po pixeloch. Superpixel reprezentuje vizuálne súvislú oblast’, ktorá môže
korešpondovat’ kontúram objektov lepšie ako pevná štruktúra pixelov. Využitie superpixe-
lov je hlavný rozdiel medzi naším a štandardným hierarchickým Ittiho modelom.

Aby sme mohli aplikovat’ mapy významných čŕt aj na videu, pridávame do nášho modelu
aj spracovanie pohybu. S využitímv predpokladu súvislého pohybu v rámci superpixelov,
implementujeme Gibsonovu teóriu optického toku rovnakým prístupom ako pri statických
vizuálnych príznakoch.

5 Navrhovaný algoritmus

V tejto časti predstavíme nový hierarchický model významných čŕt založený na superpixe-

loch na detekciu bottom-up význačnosti. Model segmentuje vstupný obraz na superpixely
s využitím SLIC (Simple linear iterative clustering) algoritmu. SLIC sa vykoná v našom
programe dvakrát s dvoma odlišnými vel’kost’ami regiónov vel’kosti 15 a 30.

Každý superpixel je reprezentovaný histogramom. Superpixelová segmentácia môže čias-
točne pokryt’ integráciu vizuálnych príznakov do objektov vo vizuálnej pozornosti.

Náš model je založený na Teórii integrujúcej príznaky. Priestorová verzia modelu spracováva
tieto príznaky:

1. intenzita,

2. farba,

3. orientácia.

Algoritmus hierarchicky spracováva všetky príznaky pomocou Gaussovej pyramídy so 6
vrstvami. Organizácia l’udských gangliových buniek typu stred-okolie je modelovaná cez
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rozdiely medzi jemnejšími a hrubšími vrstvami pyramídy. Stred je reprezentovaný škálami
c ∈ {0, 1, 2} a okolie ako s = c+ δ, kde δ ∈ {1, 2, 3}.

Tento model rozširujeme aj temporálnym príznakom – pohybom, aby sme mohli hl’adat’ vý-
značné oblasti aj vo videosekvenciách. Náš časovo-priestorový model extrahuje informáciu
o pohybe z máp optického toku reprezentujúce smer a vel’kost’ toku.

5.1 Superpixelová Gaussova pyramída

Kvôli použitiu superpixelov musel byt’ štandardný algoritmus na vytvorenie Gaussovej py-
ramídy nahradený našou superpixelovou verziou. Každá vrstva pyramídy sa skladá zo super-
pixelovej mapy reprezentujúcej polohu všetkých superpixelov a množiny superpixelových
histogramov.

V rámci prvej pyramídovej vrstvy vytvoríme viaceré 1D superpixelové histogramy s použi-
tím 3 vizuálnych príznakov.

Na zostrojenie d’alších vrstiev musíme zmenšit’ superpixelovú mapu o polovicu.

Potom nájdeme susedov všetkým superpixelom v zmenšenej mape. Pri hl’adaní susedov
spracovávame hranice superpixelu po pixeloch. Každému hraničnému pixelu priradíme jednu
z nasledovných kategórií na základe jeho polohy voči analyzovanému superpixelu: vl’avo,
vpravo, hore, dole, vl’avo hore, vl’avo dole, vpravo hore a vl’avo dole. Susedom v každej z
týchto kategórií priradíme váhu na základe dĺžky hranice so superpixelom. Čím dlhšia je ich
vzájomná hranica, tým priradíme susedovi väčšiu váhu.

Po spracovaní celého okolia superpixela môžeme vytvorit’ maticu histogramov vel’kosti
3 × 3. Prostredný prvok matice bude zodpovedat’ histogramu analyzovaného superpixela.
Všetkých 8 polohových kategórií reprezentujeme kumulovaným histogramom, ktorý vypočí-
tame ako vážený priemer všetkých histogramov v danej kategórii.

Zvyšok matice sa zostrojí s použitím 8 kumulovaných histogramov. Každý histogram vlo-
žíme do matice na pozíciu podl’a názvu jeho kategórie. Napríklad na prvú pozíciu v matici
(vl’avo hore) vložíme histogram kategórie vl’avo hore. Nakoniec môže prebehnút’ konvolú-
cia matice histogramov s diskrétnym Gaussovským filtrom vel’kosti 3× 3.

Tento postup musíme aplikovat’ na všetky superpixely v superpixelovej mape.

Na vytvorenie d’alších vrstiev opakujeme celý proces iteratívne so superpixelovou mapou
zmenšenou o polovicu.

5.2 Superpixelové spracovanie príznakov

Po segmentácii obrazu s použitím SLIC algoritmu, spracuje náš model postupne všetky prí-
znaky. Po reprezentovaní superpixelov ich histogramami vytvoríme iteratívne superpixelovú

Gaussovu pyramídu.

Následne náš model porovnáva stredové a okrajové vrstvy pyramídy po pixeloch. Pre oba
porovnávané pixely na centrálnej a okrajovej škále nájdeme superpixely, ktoré ich obsahujú.
Potom zmeriame podobnost’ medzi histogramami týchto superpixelov. Rozdielom medzi 2
vrstvami získame mapu príznakov.

Vo všeobecnosti môžeme proces vytvorenia mapy príznakov opísat’ 4 krokmi:
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1. superpixelová segmentácia,

2. reprezentácia superpixelov histogramami,

3. vytvorenie superpixelovej Gaussovej pyramídy,

4. rozdiel medzi stredovými a okrajovými vrstvami pyramídy.

5.2.1 Intenzita

Na analýzu intenzity prevedieme obraz do šedotónového priestoru a Superpixely opíšeme
1D histogramami. Hodnotu pixela v mape príznakov vypočítame pomocou korelácie nasle-
dovne:

FMI(x, y) = 1− abs(dcorrel(Hc(x, y), Hs(x, y)), (1)

kde dcorrel je korelačný koeficient, Hi(x, y) je histogram superpixelu na úrovni i, ktorý ob-
sahuje pixel na pozícii [x, y] a dolné indexy c a s označujú stredové a okrajové vrstvy.

5.2.2 Farba

Obraz je najskôr prevedený do 4-kanálového RGBY farebného priestoru a každý kanál re-
prezentujeme histogramom. Spracovanie farby je založené na Oponentnej teórii farebného
videnia a porovnáva priemerné hodnoty farieb superpixelov pri oboch oponentných pároch:

FMRG(x, y) = norm(abs(mean(HdiffR(x, y))−mean(HdiffG(x, y)))), (2)

FMBY (x, y) = norm(abs(mean(HdiffB(x, y))−mean(HdiffY (x, y)))), (3)

Kde norm normalizuje hodnoty v intervale 〈0, 1〉, mean je priemerná farba a HdiffCOL
je

rozdiel histogramov farebného kanálu COL na stredovej c a okrajovej s úrovni definovaný
ako HdiffCOL

(x, y) = abs(HCOLc
(x, y)−HCOLs

(x, y)).

5.2.3 Orientácia

Pre spracovanie orientácie prevedieme obraz do šedotónového priestoru. Každý superpixel
charakterizujeme cez histogram orientovaných gradientov. Rozdiely v orientácii vypočítame
rovnakou korelačnou metódou ako pri intenzite:

FMO(x, y) = 1− abs(dcorrel(Hc(x, y), Hs(x, y)). (4)

5.2.4 Pohyb

Na spracovanie pohybu používame 2-kanálové mapy optického toku charakterizujúce orien-
táciu a vel’kost’ toku. Pomocou týchto máp reprezentujeme superpixely histogramom orien-

tácií a histogramom vel’kosti toku.

Každý superpixel potom charakterizujeme jediným vektorom toku, ktorý vypočítame ako
priemernú orientáciu a priemernú vel’kost’ z odpovedajúcich histogramov. Nech vc(x, y) a
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vs(x, y) sú vektory toku superpixelov na stredovej a okrajovej úrovni pyramídy na pozí-
cii (x, y), hodnota pohybovej mapy príznakov sa dá potom vyjadrit’ ako vel’kost’ rozdielu
vektorov:

FMM(x, y) = ‖vs(x, y)− vc(x, y)‖. (5)

5.3 Priestorová mapa významných čŕt

Získané mapy statických príznakov potom skombinujeme do 3 máp nápadnosti pre intenzitu,
farbu a orientáciu pre každú použitú vel’kost’ regiónu v SLIC algoritme. Po ich normalizácii
ich spojíme do jedinej priestorovej mapy významných čŕt.

5.4 Pohybová mapa inovácie

Pohybové mapy príznakov vyjadrujú pohybovú významnost’ aktuálnej video snímky. Na
určenie dynamických zmien v scéne vytvoríme pohybovú mapu inovácie, ktorá neberie do
úvahy len aktuálnu mapu optického toku, ale aj niekol’ko predchádzajúcich máp.

Temporálne zmeny sa detegujú pomocou pohybovej pamäte, ktorá sa aktualizuje s každou
prichádzajúcou mapou:

MEMt+1 = (1− η)MEMt + ηot+1, (6)

kde MEMt reprezentuje pohybovú pamät’ v čase t, ot je mapa optického toku a faktor učenia
η = 0.05.

Pred aktualizáciou sa aktuálna mapa toku porovná s pamät’ou po pixeloch. Každý pixel
máp vyjadríme vektorom t pomocou orientácie a vel’kosti toku na danej pozícii. Pohybová
inovácia sa potom vypočíta ako:

IMM(x, y) = ‖vMAPt
(x, y)− vmt

(x, y)‖. (7)

5.5 Časovo-priestorová mapa významných čŕt

Spojením pohybových máp príznakov získame temporálnu mapu významných čŕt. Kombi-
náciou priestorovej a temporálnej mapy významných čŕt, poprípade doplnením o pohybovú
mapu inovácie získame časovo-priestorovú mapu významných čŕt.

5.6 Implementačné detaily

Náš model významných čŕt bol implementovaný v jazyku C++ s použitím knižnice OpenCV.
Na superpixelovú segmentáciu bola použitá implementácia z knižnice VlFeat.

6 Zhodnotenie a diskusia

Na vyhodnotenie nášho modelu sme použili verejne dostupnú testovaciu množinu obrazo-
vých dát Toronto a súkromnú videosekvenciu.
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6.1 Priestorový model významných čŕt

Náš superpixelový priestorový model bol otestovaný na množine dát s názvom Toronto. Ob-
sahuje 120 snímok z prirodzených scenérií, ktoré boli otestované na 20 subjektoch. Zo zís-
kaných dát o polohe očí bola pre každý snímok vytvorená fixačná mapa.

Na vyhodnotenie úspešnosti superpixelového modelu sme použili 3 metriky, ktoré sme po-
rovnali s našou implementáciou Ittiho modelu.

Prvá metrika je naša vlastná metóda založená na porovnávaní vzdialenosti najvyšších hod-
nôt na vytvorenej mape významných čŕt a na fixačnej mape. Zároveň sme pri tejto metóde
sledovali aj počet zhôd. Za zhodu sme považovali vzdialenost’ medzi maximami menšiu než
stanovený prah.

Ďalšia metrika spočíva v meraní podobnosti medzi distribúciami mapy významných čŕt a
fixačnej mapy. Ak sa tieto distribúcie neprekrývajú, podobnost’ je rovná nule.

Tretia metrika s názvom Kullback-Leibler (KL) divergencia meria informačnú stratu, ak sa
na odhad fixačnej mapy použije mapa významných čŕt. V prípade, že distribúcie oboch máp
sú zhodné, KL divergencia je nulová.

Výsledky všetkých 3 metrík sú uvedené v Tabul’ke 2.

Tabul’ka 2: Porovnanie štandardnej hierarchickej metódy založenej na Ittiho princípoch a
novej superpixelovej metódy na testovacej množine dát Toronto.

Model Porovnávanie maxím Podobnost’ KL-div.
MAX1 MAX1, MAX2, Priem Med Priem Med

prah 100 px prah 120 px

štandard 18261 px 44.17 % 59.17 % 0.3969 0.3992 1.1649 1.1484
superpixel 18250 px 42.50 % 64.17 % 0.3939 0.3979 1.1870 1.1334

6.2 Časovo-priestorový model významných čŕt

Časovo-priestorový model významných čŕt sme testovali na súkromnom videu od inštitútu v
Rakúsku, Joanneum Research. Video pozostáva zo 410 snímok doplnených mapami optic-
kého toku.

Kvôli vyhodnocovaniu sme sledovali hodnoty mapy významných čŕt v oblastiach fixácie
očí. Pridaním temporálnej mapy významných čŕt a pohybovej mapy inovácie do nášho su-
perpixelového modelu došlo k nárastu tejto hodnoty z 0.548 na 0.576 pri faktore pohybu
λ = 0.40.

7 Záver

V tejto diplomovej práci sme navrhli nový model významných čŕt, ktorý spája hierarchický
a superpixelový prístup. Hlavnou výhodou superpixelov v našom modeli je rešpektovanie
tvaru objektov pri spracovaní vizuálnej informácie. Navrhnutý model sme rovnako rozšírili
o dynamickú informáciu, čím sme vytvorili časovo-priestorový model významných čŕt, ktorý
môže predpovedat’ našu vizuálnu pozornost’ aj vo videosekvenciách.
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DVD Contents

/attention/ - source code of project solution

/relatedWork/ - contains most of the citated papers

/pdf/ - pdf version of this master thesis

/results/ - results of our saliency model
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